
 

Abstract— Studies of neural function that are carried out in 
different laboratories and that address different questions use a 
wide range of descriptors for data storage, depending on the 
laboratory and the individuals that input the data. A common 
approach to describe non-textual data that are referenced 
through a relational database is to use metadata descriptors. 
We have recently designed such a prototype system, but to 
maintain efficiency and a manageable metadata table, free 
formatted fields were designed as table entries. The Database 
Interface Application utilizes an intelligent agent to improve 
integrity of operation. The purpose of this study was to 
investigate how reinforcement learning algorithms can assist 
the user in interacting with the Database Interface Application 
that has been developed to improve the performance of the 
system. 

I. INTRODUCTION

common approach to describe non-textual data that are 
referenced through a relational database is to use 

metadata descriptors. Studies of neural function, for 
example, use a wide range of descriptors for data storage, 
depending on the laboratory and the individuals that input 
the data. These data potentially could be utilized in a shared 
environment to broaden understanding of brain function and 
lead to innovations in neuroscience, informatics and 
treatment of brain disorders [1-8]. However, no such global 
design has been suggested, nor has the feasibility of such a 
design been addressed in an organized fashion.  

Classical database systems, which focused on textual 
data [9-11] are of limited utility in accessing files that use 
digital streams in non textual format [12, 13], representing 
analog and video information as input [14, 15]. Relational 
databases are capable of interacting with these data types, 
which have high storage and bandwidth requirements and have 
the capability to be queried and retrieved based on content [16-
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20]. More importantly, they have the flexibility to interact with 
application programs. 

In this paper, we describe a methodology for 
incorporating an intelligent agent with learning capabilities 
into the system to insure relevant data retrieval when 
querying the database. Specifically, we describe the design 
and implementation of an interface agent (IA) to ease the 
access of data from incompletely specified or loosely 
associated keywords in the free formatted fields. This is 
accomplished by having the agent suggest more focused 
keywords related to the free-formatted entries. The 
suggestions are based on pre-established templates and 
enable the IA to learn how best to carry out its task. These 
algorithms learn to associate templates with user specified 
input when querying the database using the free-formatted 
fields. The input is matched against a set of fixed templates 
using a reward-based strategy to adapt the association rules. 

II. DATA ANALYSIS AND INTERACTION WITH A
RELATIONAL DATABASE

We have designed and implemented an Oracle9i database 
system, which can be accessed through a C/C++ front-end 
that links to an existing data acquisition and analysis 
program (VMF Application) [21-23] and data files. A 
graphical interface was designed so that it has the capability 
to index metadata that describe the experiments. Moreover, 
the submission of queries and retrieval of information from 
the database is user-friendly. The user interacts with the 
system through text fields and pre-filled, drop down combo 
boxes, which designate the locations for data entry. The 
criteria fields include items such as: (a) experiment number 
(a) subject species (human, monkey, rabbit, rat, mouse), (b) 
subject gender, (c) apparatus used (a number of rotation 
devices, linear movement device, human centrifuge device, 
treadmill information, etc), (d) date range of the 
experiments, (e) trials numbers within an experiment and (f) 
medical condition of the subject. Once the criteria have been 
supplied, an SQL query is generated and transmitted to the 
database engine. The resulting set of records is returned to 
the client machine and displayed in a graphical, tabular 
format along with key pieces of indexing information. This 
enables the researcher to (a) narrow down the possible 
candidates for viewing and (b) indicate additional 
experiments that might be considered for review. This 
organization enables the user to select an individual record, 
for visualization and analysis of the digitized analog 
channels and digital channels 

Most of the metadata are in fixed fields, but we have 
intentionally included free formatted descriptors into a text 
field (COMMENT) that has been added to the database 
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table, which stores experimental data. This field holds trial 
related information that does not fit into the existing query 
categories and adds flexibility in describing experimental 
paradigms by the user. As opposed to the combo boxes that 
provide a drop down list of entries to choose from, the user 
is required to type specific text in the query text field – a 
minor inconvenience for the results obtained. It is also 
possible to combine key words in searching the COMMENT 
field by using OR and AND connectors. The program parses 
the input, constructs the appropriate SQL statement and 
displays the returned rows in the Results tab. Thus, the 
COMMENT field together with the ability to perform free-
format searches on the field is a simple mechanism to 
provide scalability without adding overhead and complexity 
to the interface. It also simplifies the design and avoids 
numerous sparse fields. 

 One shortcoming of such a design is that it makes it 
incumbent on the researcher to make the free formatted 
descriptor as complete as possible for appropriately 
accessing the files to be analyzed. If users enter data in an 
incoherent (and, in an inter-user sense, inconsistent) way, it 
will make effective querying impossible. This flexible 
feature for a database user interface has raised the necessity 
of inclusion of an intelligent interface for entering data into 
the free-formatted fields. The design of an intelligent 
interface that minimizes ambiguities in free-formatted 
entries that could lead to incomplete searches or inaccurate 
data retrieval is the subject of this paper. 

III. TEMPLATE DESIGN

A first step in the design to ensure that all necessary 
metadata descriptors are included in the free-formatted field 
is to have an “expert” who is familiar with the experiment 
being conducted design an appropriate template. Once 
entered into the template table, the researcher using the 
system will follow that pattern in describing all trials of that 
experiment. If additional trials are subsequently run by a 
laboratory assistant who is uncertain about what should be 
entered in the free-format field, the interface agent will be 
able to supply relevant templates based on keywords 
entered. The appropriate template can then be selected. This 
will ensure correct and consistent metadata for each trial for 
that particular experiment. 

Subsequent queries of the database by entering keywords 
in the free-format field will activate the agent so that 
relevant templates are presented. An experiment, for 
example, may consist of a set of trials testing a subject’s 
locomotion on a linear treadmill while fixating on a target x
centimeters away. The domain of x is a finite set of 
distances. A second experiment may run a series of trials 
testing circular locomotion at x centimeters radius with 
treadmill rotation at y degrees/second. The parameters x and
y are each varied over their own set of values with each (x, 
y) pair representing a unique trial. New experiments are 
continually being developed, each requiring a template 
description.  Each new template may or may not have 
phrases in common with other templates. For example, the 

template “head shaking about an axis x for head orientation 
of (yaw, pitch)” has nothing in common with the two 
previously presented templates.  Thus, templates are created 
by the person most familiar with the experiment and then 
used in both data entry and data querying to maintain a 
consistent presentation. 

IV. TEMPLATE SPECIFICATION USING REINFORCEMENT 
LEARNING

Once a group of templates have been designed, a key 
issue for interface agents is how they learn to extract the 
appropriate template– they need the ability to emulate the 
user behavior from user interaction with the agent. Research 
in adaptive interface agents focuses on building a profile of 
user interests which is then used to adapt future interaction 
to better meet the needs of the user. This adaptation includes 
making suggestions and/or performing queries/searches, 
transparent to the user, in order to provide information the 
agent determines that the user would want [24], adapting the 
content to better meet the user’s knowledge and goals [25] 
or autonomously analyzing entries created in the course of 
routine work and classifying user knowledge to match the 
appropriate human expert [26]. 

Research on approaches such as rule induction [27] and 
naive Bayesian classification suggests that they may work 
well for this task, considering the text entries that we deal 
with. In this paper, we develop an agent that can learn by 
reinforcement, which template(s) to present to the user, and 
in which order, based on user supplied keywords entered in 
the free-format field. This should markedly improve the 
database search for relevant experiments and trials to enable 
the user’s research. However, given the classification, the 
agent then has to learn how to process the entry, whether to 
let it stand, or to modify it in some way. If we consider that 
for each classification we have a small finite number of 
actions that the agent can carry out, which seems entirely 
reasonable for our domain, then we can use reinforcement 
learning [28] to do this. In reinforcement learning the agent 
will choose an action – a reorganization or not of the text – 
and the user will provide feedback, either agreeing with the 
action (leaving the reorganization alone) or disagreeing 
(reversing the reorganization). From this simple feedback, 
agents can use reinforcement learning to develop complex 
patterns of behavior. 

The algorithm that we incorporated into the intelligent 
agent to suggest templates based on partial user specification 
was based on reinforcement learning ([29-34]), which is well 
suited for an interface agent interacting with a user. The 
algorithm is based on the idea that when a specific free-
formatted query is made, it will be close to a template, which 
has been designed to be unambiguous. The association of the 
data entered with a particular template initiates a reward and 
influences future associations. It was expected that a 
template order would emerge based on the percentage of 
successful associations that have been made. Initially, we 
used sample average learning. That is, based on certain key 
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words in the free-formatted user input, the user was 
presented with a subset of templates in a given order that has 
been prioritized based on selection criteria. 

V. IMPLEMENTATION OF REINFORCEMENT LEARNING 
ALGORITHMS

The reinforcement learning algorithm that was 
implemented was based on adding reward to a particular 
template choice based on the number of times it was selected 
in user interactions. The basis for the reward was 
implemented in two ways. In the first method, we chose five 
templates, which we refer to as T1 through T5 that we 
placed in a list with T1 at the top and T5 at the bottom. We 
chose twenty user inputs and arbitrarily pre-determined that 
the percentage of selection of these templates was as 
follows: T1=5%, T2 =70%, T3=10%, T4= 15% and T5 was 
not selected. When a template was selected, we added a 
reward to its value. The reward was also determined as a 
function of the number of times a particular template had 
been selected. Thus, if the first template selected were T3, a 
reward of 1 was added to its initial value, resulting in a 
current value of 1. For each template, we kept a running sum 
of the rewards earned and the number of times it was 
selected, determining the value of that template. We then 
sorted the templates by their value - largest first. There was 
no particular sort order applied to templates with equal 
values and they were just left in their relative positions. 

When a template was selected again, the reward was 
obtained by subtracting the template position in the sorted 
list from 6, the number of templates +1. The position in the 
sorted list was utilized in the computation of the reward. 
Thus, if T3 was selected again, it received a reward of 5 (6-
1), where 1 is its position in the list. The new value of T3 
was computed as (1+5)/2 resulting in a value of 3, and 
continued to keep its position at the top of the list. The other 
template values were not updated, as no punishment rules 
have been implemented. The templates are now in order T3, 
T1, T2, T4, and T5. If the next template selected is T4, it 
now had a reward of 2 (6-4), where 4 is the position of the 
template in the list and its value was increased by 2 (2/1). 
The list was then reordered according to values and became 
T3, T4, T1, T2, and T5. This computation process continued 
for the remainder of selections. 

VI. RESULTS OF SIMULATION

We ran simulations that made 10, 100, 1000, and 10,000 
choices randomly based on the above percentages. The 
results of the simulation for the different test cases and 
runtimes are shown in Table 1. The simulations show that 
the system had approached the pre-determined percentages 
for 1000 and 10,000 runs, indicating that this simple 
reinforcement policy was reasonably effective.  

In another reinforcement policy, the templates were not 
sorted, but the reward was increased according to the 
number of times a particular template was chosen. The 
results of the learning using this policy are shown in Table 2. 

These initial results suggest that the second approach 
converges faster than the first one. 

 T1 T2 T3 T4 T5 
Runtimes

Computed 
Avg Reward

Expected 
Reward

Computed 
Avg Reward

Expected 
Reward

Computed 
Avg Reward 

Expected
Reward 

Computed 
Avg Reward

Expected 
Reward 

Computed 
Avg Reward

Expected 
Reward

10 0.00 5.00 88.64 70.00 6.82 10.00 4.55 15.00 0.00 0.00 

100 1.78 5.00 76.67 70.00 14.22 10.00 7.33 15.00 0.00 0.00 

1000 2.03 5.00 79.56 70.00 6.81 10.00 11.60 15.00 0.00 0.00 

10000 1.96 5.00 77.71 70.00 6.98 10.00 13.35 15.00 0.00 0.00 

Table 1. Computed Average Reward vs Expected Reward – Reinforcement 
Learning Method 1 

T1 T2 T3 T4 T5 

   Runtimes
Computed 

Avg Reward
Expected
Reward

Compt’d 
Avg 

Reward 
Expected 
Reward 

Computed 
Avg 

Reward 
Expected
Reward 

Computed 
Avg 

Reward 
Expected 
Reward 

Computed 
Avg 

Reward 
Expected
Reward

10 20.00 5.00 60.00 70.00 10.00 10.00 10.00 15.00 0.00 0.00

100 7.00 5.00 74.00 70.00 11.00 10.00 8.00 15.00 0.00 0.00

1000 4.40 5.00 70.30 70.00 11.30 10.00 14.00 15.00 0.00 0.00

10000 4.21 5.00 70.45 70.00 10.09 10.00 15.26 15.00 0.00 0.00

Table 2. Computed Average Reward vs Expected Reward – Reinforcement 
Learning Method 2 

These preliminary findings indicate that even a simple 
reinforcement learning algorithm has the ability to 
significantly assist users in free-formatted queries in 
database applications. 

VII. CONCLUSIONS AND FUTURE RESEARCH

In previous work, we have developed a Database Interface 
Application, which utilizes Oracle as a means for data 
acquisition and analysis. We have also devised an interface, 
whereby an agent can communicate with the user and 
independently with the relational database. In the research 
reported on herein, we have designed and implemented an 
interface agent that interacts with the user in an intelligent 
manner to better define free formatted queries, which have 
simplified the overall database design and made the system 
more flexible. This is an important first step in removing 
ambiguities in the search algorithms needed to identify data 
for analysis. Future research will be directed at fully 
developing the intelligent agent and integrating it with the 
Database Interface Application. 

There have been studies that emphasize the importance of 
unobtrusiveness as an important goal for interface agents 
[35]. However, the context of our interface agent is critical 
for maintaining data integrity as well as insuring proper 
searches. Therefore, the weight attached to maintenance of 
unobtrusiveness must be considered in relation to the context 
of the application. Another possibility for future research is 
to automatically put the highest ranked suggestion into the 
free-format field and then let the user decide if another 
choice is more appropriate for this search. In that case, the 
reinforcement algorithm will update the template rankings 
accordingly. In the case of expert users, an option can be 
provided that will turn off the suggestion routine and turn 
complete control over to the user. 

Thus, we have developed a preliminary learning 
algorithm, based on techniques from reinforcement learning 
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(considering the problem as a simple n-armed bandit) to 
determine how templates can be ordered and recommended 
to users when there are free-formatted queries. The next step 
will involve the use of more sophisticated reinforcement 
learning algorithms to improve and monitor the performance 
of the system, and to allow it to adapt its behavior over time. 
More advanced techniques will display only one choice at a 
time to incorporate possible penalties in the reinforcement 
learning when a choice is declined. Other methods, such as 
randomly displaying low priority choices for a given free-
formatted entry will enhance the system to better prioritize 
the selections [28]. The system might then be assessed using 
a number of metrics for evaluating intelligent agent 
performance. 
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