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Abstract

After successive exchange rate crises, which marked the 1990s, analysts increasingly argue that the intermediate regime is not a viable option for emerging markets because it is too crisis-prone.  This paper analyzes the occurrence of the two poles (fixed or flexible) versus the intermediate exchange rate regime.  Using a multinomial logit model, we compare the results obtained from the optimal currency area (OCA) model and the currency crises (CC) model over the full sample and subsamples determined by endogenous break points.

Our findings reconcile the two opposing views on the choice of currency regimes.  They show that the intermediate regime is not the choice that occurs most frequently but they also fail to detect a systematic convergence towards the two poles in the last two decades.   Evidence based on the OCA model supports equally intermediate regimes and two poles over all samples.  The CC model corroborates the two-pole hypothesis over the full sample.  After 1994, however, the results with CC models show a resilience of the intermediate regime, which gains ground against the two poles.  These findings have important policy implications for emerging markets.  
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The financial and currency crises that marked the 1990s (Mexico, 1994; East Asia, 1997; Russia, 1998; Brazil, 1999; Argentina and Turkey 2000) turned attentions once more to exchange rate regimes.  At the end of the last century, many analysts reached the conclusion that in a world of high capital mobility, middle-of-the-road regimes (e.g., adjustable pegs, crawling pegs, bands, managed floats) are not able to survive the pressure of international investors neither in the short nor the long run and should be eliminated to avoid further crises.  Instead, countries should adopt a two-corner solution consisting of either a clean float or a hard peg regime (super fixes, such as currency boards or dollarization).  

However, despite its disadvantages, the actual practice by most developing countries does not reject overwhelmingly an intermediate-type regime.  According to the IMF Exchange Rate Classification, in 2000 a third of the countries had an intermediate exchange rate regime.  This proportion remains remarkably stable over the last two decades (Figure 1, upper left panel).  Breaking down into currency blocks, the picture is more varied.  The US block remains the main driving force behind the full sample results, with a stable and recently growing intermediate regime (upper right panel).  In the ECU block, represented by the currencies tied to the Deutsche mark and recently to euro, and the CFA franc block, the intermediate regime is diminishing in importance since the 1980s (lower two panels).
Strong with this observation, the proponents of the middle-of-the road regimes advocate more flexibility as a way of allowing a margin of freedom for domestic policies.  A lack of compelling empirical evidence in support of this view induces the opponents to defend the two-pole hypothesis.  In this paper we fill this gap by providing a rigorous analysis of the choice of exchange rate regimes and the factors that affect it.  We consider the exchange rate regime endogenously and look at the factors that push countries to choose between one pole and the intermediate regime.  Observers have been referring to convergence to two poles based on historical data from the IMF’s Exchange Rate Classification but the idea has been seldom tested until now.  

We conduct our analysis using two popular models in the literature.  The first one relates to the optimal currency area (OCA), introduced by Mundell (1961).  It explains the regime changes with macroeconomic fundamentals.  The second one relates to currency crises (CC) models initiated by Krugman (1979).  This model attributes currency collapses mainly to financial variables.  Although developed separately in time as a response to different questions, these two strands of the literature are closely related.  If a change in one of the independent variables raises the probability of a collapse of the currency, it also affects the probability of a change in the exchange regime.  In this paper, we use this correspondence to compare both approaches.  

Our contribution to the literature is threefold.  First, unlike most of the literature, we explicitly analyze the factors affecting countries’ probability of choosing an exchange rate regime, examine the convergence toward the two poles and its causes.  Second, we use a methodology (multinomial logit model) that captures the unordered nature of the choice of regimes.  This methodology is infrequently used in the literature on exchange rate regimes and this is a novel application to the two-pole hypothesis.  Third, with our long data sample we are able to detect any structural change in the pattern of this choice across time.  By determining the breakpoint endogenously, we examine whether the two-pole hypothesis is supported by the data before or after the break.

We find that support for the two-pole hypothesis depends on the type of model chosen, the direction of the change in the independent variables and the time period of the analysis.  In the full sample, the frequency with which the two poles are chosen over the intermediate regime depends on the model used.  The CC model lends support to two poles unambiguously.  The OCA model shows that when the independent variables increase, the intermediate regime is chosen with a higher probability.  In contrast, countries converge to two poles if one of these variables decreases.  However, this pattern is somewhat diluted after the respective breaks in each model and the resilience of the intermediate regime over the two subsamples with either model casts doubt on the validity of the argument that this regime is bound to disappear.

I. A review of the literature

During the 1990s, a growing list of economists joined the ranks of the supporters of the two-pole approach to exchange rate regimes (Eichengreen 1994, 1998, Obstfeld and Rogoff, 1995, Calvo, 1999, Summers, 2000, Hausmann, 2000).  Redefining the intermediate regime as consisting of only soft pegs and including managed floats with the flexible regime, Fischer (2001) finds support for the non-viability result of intermediate regimes.  The theoretical underpinning for adopting a two-pole solution is provided in Calvo (2001).  

The discussion about the merits of different exchange rate regimes goes back to the distinction between fixed rates versus flexible rates.
  The proponents of the flexible regime favor it because it allows monetary policy to be independent (Friedman 1953).  They use the theorem of the impossible trinity (the simultaneous occurrence of capital flows, fixed exchange rates and domestic monetary policy) to argue that fixed rates should be abandoned to the benefit of flexible rates.  

The advocates of the super-fixed regime point that this regime offers credibility through transparency, and leads to low inflation, low interest rates and financial stability and, hence, it contributes to economic growth.  These authors argue that the middle ground that corresponds to an intermediate regime will disappear in the long run.  This view, often called the “two-poles” or “hollowing-out” theory of exchange rate regimes states that high capital mobility makes a commitment to the middle ground difficult to sustain.

Supporters of intermediate regimes are critical of the volatility, the instability of flexible exchange rates and the transaction costs they introduce into the economy, and the loss of monetary policy independence with the fixed rates.  A long-time advocate of intermediate regimes, Williamson (2000) argues that the advantage of these regimes is that they prevent misalignments, which are the main weakness of fixed rates.  Although intermediate regimes are prone to crises, the argument goes, it is possible to redesign them so as to reduce the risk of attacks.  To remedy this problem, Willett (2003) offers an alternative that may stabilize the intermediate regimes, which consists of joint determination of the exchange rate and monetary policies.  Frankel (1999) points out that the appropriate exchange rate regime depends on the country characteristics, internal and external constraints, and varies across countries and over time.  After surveying the choice of exchange rate regimes from a historical perspective, Bordo (2003) concludes that the intermediate regime is still viable for a number of countries.  

Most of the views on exchange rate regimes are based on the assumption that the choice of any exchange rate regime is permanent and that shifts between regimes are considered as the failure of the regime that is abandoned.  However, in real life, countries’ experiences show a different picture.  We see economies moving from one type of regime to another depending on the internal and external constraints, and the preferences of the policy makers and/or public.  A shift resulting from a currency crisis occurs from time to time and is rather an exception.  Considering the question from this perspective, Masson (2001) calculates the transition probabilities of moving from one regime to the other. He hypothesizes that the two-pole view would be correct if there were no exits neither from hard pegs nor floats, except to each other.  Then the long-run probability of the intermediate regime would be zero.  He finds that the hypothesis that there are only transitions to the poles is rejected in most of the data samples he uses.  

Our approach is closer to Masson in the sense that we do not see the regimes as stationary but as changing over time.  However, we differ in our methodology: rather than examining the transitions alone, we analyze the factors that affect the probability of countries choosing one regime over another one and the convergence to a corner solution. Our general findings are consistent with Masson’s results.  But they also differ and support the views in Frankel (1999) in that not all regimes are right for all periods.  

One may wonder why we do not put the relevant variables from both the OCA and the CC models together into one.  We deliberately keep the two models separate and not boil them down into one.  Since the two types of models have been developed following an international financial turmoil that took place at different points in time, we expect the two models to have distinct effects on the choice of exchange rate regimes at different subperiods.   Our findings corroborate these prior beliefs.

II. The model

The dependent variable is the exchange rate regime.   The IMF exchange rate classification (1983-1998) broadly divides the exchange rate regimes into four categories: fixed, flexibility limited (crawling peg), managed float (dirty float), and independent float.  For our dependent variable, we consider three regimes following Masson’s (2001) categorization, and define the two middle categories as an “intermediate” regime.
  
The explanatory variables are categorized in line with the traditional OCA and the CC models.
  According to the OCA models a rise in the economy size, a decline in openness, and an increase in inflation differential are associated with an increase in the probability of the choice of floating regimes.  Later models also add exchange rate and capital flows into the analysis.  An increase in the volatility of the real exchange rate is associated with a higher probability of choosing flexible exchange rate regimes.  The effect of capital mobility on the probability of choosing a particular regime is ambiguous.

According to CC models macroeconomic, financial, external and foreign variables lead to a change in the exchange rate regime (collapse of the fixed regime).  Among the macroeconomic factors, an expansion in bank domestic credit, and an economic recession increase the probability of a country selecting a higher degree of flexibility.  The effect of an increase in government’s size or spending on the choice of the currency regime is ambiguous.  A fiscal expansion may lead to fear of monetization of government debt and therefore to the abandonment of the fixed regime.  But also under perfect capital mobility, a country with large government spending may favor a fixed regime to increase the effectiveness of fiscal policy.    

Among the external variables, a worsening of the current account balance, a decline in foreign reserves, rising short-term flows and an overvalued exchange rate are positively correlated with the degree of flexibility of exchange rate regimes.  The effect of FDI on the exchange rate regime is ambiguous because it depends on whether FDI contributes to the stability or the volatility of capital flows.     

III. Data and Methodology

(i) Data

All series are annual and cover the period 1982 to 1999.  The World Development Indicators is the main source for most of the independent variables.  Exceptions are the German GDP and PPP, which are from the OECD Statistical Databases and the weighted average of foreign GDP (OECD countries), from the OECD Statistical Compendium. Data for foreign liability and FDI comes from the International Monetary Fund’s Balance of Payment Statistics.  Data for the dependent variable, the exchange rate regimes, are collected from the International Monetary Fund’s Exchange Arrangements and Exchange Restrictions Annual Reports.  
We initially started with 200 countries that belong or used to belong to one of the three currency zones.  After excluding those with missing data, we ended up with 138 countries for our analysis (92 in the US-dollar zone, 28 in the ECU zone and 18 in the CFA Franc zone), giving us a full sample size of 1749 (see appendix for the list of countries).  The explanatory variables, their symbols and definitions are as follows:
OCA model:  The economy size (gdp) is the natural log of PPP based gross domestic product. The openness of the country (open) consists of the ratio of the import+export to the GDP.  The inflation differential (inf) is the difference between the gross domestic inflation and foreign inflation rates, both in natural logarithms.  The size of capital mobility (gcf) is the ratio of gross capital flows (assets plus liabilities) to GDP, and consists of FDI flows, portfolio investment and other flows.  Variability or volatility of the real exchange rate (rerv) is the standard deviation of the real exchange rate during the last five years, with the real exchange rate defined as the ratio of foreign price denominated in domestic currency to domestic price.

CC Model: Government spending (gov) is defined as the GDP share of government final consumption expenditure.  Bank credit (bankc) consists of the domestic credit provided by the banking sector as a share of GDP.  Economic growth (dgdp) is the year-over-year percentage change in per capita GDP.  Foreign reserves (rsv) are the ratio of gross international reserves to imports.  Gross reserves consist of holdings of monetary gold, special drawing rights, reserves of IMF members held by the IMF, and holdings of foreign exchange under the control of monetary authorities.  The current account balance is expressed as a ratio to GDP (cab) and short-term flows, or foreign liabilities (fliab) are expressed as the ratio of portfolio and other investment flows to exports.  Foreign direct investment is also defined as a ratio to exports (fdi).  Overvaluation of the exchange rate (dev) is the deviation from the last five-year average of the real exchange rate.  The last two foreign variables are foreign interest rate (intf) and foreign economic growth (dgdpf) calculated as the percentage change in foreign per capita real GDP.  

(ii) Methodology

With the exception of Bosco (1987), previous studies that analyzed exchange rate regimes using a discrete-choice model did not use a multinomial logit but relied on other variants such as binary, ordered logit and probit models.  We compared the ordered and unordered models based on the Akaike Information Criterion (AIC) and the pseudo-R2.  Results gave strong support for an unordered choice model, giving justification for our use of the multinomial logit model (MNL).  

The MNL model assumes independence of irrelevant alternative  (IIA) properties. We tested the IIA property with the Small-Hsiao procedure to verify that the ratio of two probabilities is not affected by the other choices and that the choice of any two alternatives is independent from the others.  We found that for both models test results cannot reject the null of IIA, and that the estimators of the restricted and unrestricted sets do not differ significantly.  All test results are available from the authors.

We thus adopt a multivariate model with an unordered polychotomous dependent variable (Nerlove and Press, 1973), estimate it by pooling the data across countries and time periods.  The contemporaneous interaction between economic fundamentals and the exchange rate regimes may create an endogeneity problem.  To control this problem, we use internal instruments by lagging the explanatory variables.

We analyze the marginal effects as opposed to simple coefficients or the odds-ratio because we want to see the full effect on the probability of choosing one regime over all the existing alternatives.  For instance, the marginal effect would show us by how much the probability of choosing a flexible regime increases when there is a one unit rise in an independent variable x, taking into account its effect on the probability of choosing alternative regimes.  In contrast, the estimated plain coefficients in the multinomial logit exclude the effect of the existing alternatives and thus give a partial assessment of the overall effect of the independent variable on the choice of a regime.  

In the second part of the paper, we investigate the possibility of an endogenous break that leads to a structural change in the variables.  For this, we use a sequential Chow test by moving the break date successively by 1-year at-a-time.  We compute the log-likelihoods for the multinomial logit for each sub-period and obtain the likelihood ratio test (LRT) statistics.  We pick as the breakpoint the year where the LRT statistics is maximized
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 value of 21.03 then we reject the null hypothesis of no break.  The test results indicate that the estimators of the restricted (full-sample) and unrestricted (sub-sample) have a significant difference and we can assume there is a structural change in the experimental period in the effects of OCA variables on the choices of the exchange regimes. 

III. Empirical results

(i) Full Sample 

In the next subsections we examine the empirical evidence based on both models covering the period 1982 to 1999 and show that the support for the two-pole hypothesis (TPH) depends on the model used and the direction of the change in the independent variable.  

Table 1 displays the estimated marginal effect on the probability of a particular regime and the associated absolute value of the z-statistics for each model when one of the independent variables changes.   The two goodness of fit measures, a LR test statistics distributed as
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(20) for each model respectively, and the pseudo-R2 suggest that the models’ explanatory power is reasonable and compares well with the literature (e.g., the pseudo-R2 is about 0.20 in the CC model in Frankel and Rose, 1996).  Comparing between the two models, the OCA model performs better than the CC model.  But in both models, independent variables are in general significant.  

In each panel, we denote with an upward pointed bold triangle the outcome when it supports a particular regime and means that this regime has the highest occurrence if the independent variable increases.  The downward pointed triangle shows that the regime has the highest occurrence if the independent variable decreases.  To illustrate, suppose GDP increases by one unit.  The estimates of the OCA model indicate that this raises the probability of intermediate regime by 12.07, of float by 3.94 and reduces the probability of fixed regime by 16.01 (Table 1, left panel).  Thus, a high level of GDP is associated with a higher frequency of intermediate regime relative to float and lower probability of fixed regime.   
 

We also display the same information by plotting the modified marginal effects weighted by the absolute value of the sample mean of the variable (Figure 2 and 4).  This measure rescales the marginal effects and thus allows a visual comparison between the highest occurrences of regimes as a result of a one percent change in the independent variable. 
  The left (right) panel depicts the marginal effects resulting from a rise (fall) in the independent variable.  An inverse V-shaped curve suggests that the intermediate regime dominates either pole. Any other line (V-shaped, a decreasing or increasing broken or straight lines) shows that the two-pole hypothesis is supported by the data.  As an example, consider a change in GDP in the OCA model.   An increase of this variable leads to an inverse V-shaped curve, thus to the highest occurrence of the intermediate regime (top-left diagram).  The probability of choosing the intermediate regime is higher than that of the float, while the probability of choosing the fixed regime declines.   In contrast, a decrease of GDP leads to a V-shaped curve, suggesting the dominance of either of the two poles (top-right diagram).  The probability of choosing either the intermediate or the floating regimes declines (the former more than the latter), but that of the fixed regime rises.

Following this line of argument, the OCA model estimates reveal that, overall, there is a higher probability that countries choose an intermediate regime when the independent variables increase (Table 1, left panel and Figure 2 top-left diagram), and that they choose one of the two poles when the variables decrease (Table 1, left panel, Figure 2 top-right diagram).  In terms of the number of frequencies, the two poles have a slight advantage over the intermediate regime (six times compared to four) when we consider both the rise and the decline in the independent variables.  

More specifically, higher GDP, increased openness, higher relative inflation, and financial integration lead to an increase in the likelihood of countries’ choosing an intermediate regime over either pole.  Conversely, a decrease in the OCA variables increases the probability of countries converging to one of the poles.  A fall in all variables, except openness, increases the likelihood of countries converging to a fixed regime.  A decrease in openness increases the probability of countries choosing the flexible regime.  

The results are substantially different when the underlying framework is a CC model (Table 1, right panel, Figure 2 middle and lower panels).  We find strong support for the two-pole hypothesis and results are robust to the direction of change of the independent variables.   In terms of the frequency, when we consider both the increase and the decrease of the independent variables the two poles are four times more likely to occur than the intermediate regime (thirteen times compared to three times).  

More specifically, a contractionary domestic monetary policy, expansionary fiscal policy, worsening of external conditions (a fall in foreign liabilities and a deteriorating current account), low foreign interest rates and strong foreign growth are consistent with countries adopting the fixed exchange rate regime.  Contractionary fiscal policy and expansionary monetary policy, recession, fall in reserves, improvement in current account and a rise in foreign liabilities increase the probability of countries’ choosing the floating regime.  Only an economic expansion at home, a recession abroad, and a rise in reserves increase the likelihood of countries’ choosing an intermediate regime over either pole.

Are these patterns consistent over time? Did the international financial crises affect them? To answer this question, we now turn to the analysis of structural breaks in both models.

(ii) Structural Breaks

After calculating the sequential Chow statistics, we obtain the endogenous break point by choosing the maximum likelihood ratio test statistics as given by the data.  We plot the LRT statistics for each period for which we made the calculation (Figure 3).  The data gives us a clear break point in 1991 for the OCA model and in 1994 for the CC model. We then divide the sample size at these dates and repeat the estimation for two sub-periods for each model (Table 2, Figure 4).

The evidence repeats the full sample conclusion more compellingly in the first subsample estimates of the OCA model (Table 2, left panel, first three columns, and Figure 4a).  An increase in each independent variable increases the probability of countries choosing an intermediate regime. This result is illustrated by the inverse V-shaped lines in Figure 4a, top left panel.  In contrast, a decrease in each OCA variable raises the probability of countries opting for a fixed exchange rate regime, which is one of the two poles.  The V-shaped lines in Figure 4a (right panel) display the same information.  The number of occurrences between the two possibilities is equal.  This finding clearly rejects the two-pole hypothesis during the 1980s using the OCA model.

After 1991, the message of the OCA model is roughly in line with the full sample estimates (Table 2, left panel, columns 4 to 6 and Figure 4a, lower panels).  An increase in three out of five OCA variables and a decrease in real exchange rate variability increase the probability of countries moving towards the intermediate regime more strongly compared to the two poles.  A decrease in openness, GDP and relative inflation, and a rise in exchange rate deviation is consistent with a higher probability of countries opting for one of the two poles.  Here also, the frequency with which either of the possibilities is chosen is equal and we do not observe a clear-cut dominance of the corner solutions.

The break in the CC model occurs later, in 1994.  In the first subsample, the estimates support the two-pole hypothesis convincingly when the variables decrease (Table 2, right panel, columns 1 to 3).  A fall in all CC variables increases only the probability of a corner solution, lending full support to the two-pole hypothesis (Figure 4b, top right panels).  In contrast, a rise in variables affects the choice of the regimes in an equal way.  An increase in government spending, exchange rate overvaluation, foreign growth and interest rate, and improvement in current account increase the probability of one of the two poles.  Increases in bank credits, growth rate, reserves, foreign liabilities, and fdi raise the probability of countries opting for the intermediate regime.  Figure 4b (top left panels) displays the choice of the intermediate regime when the CC variables rise (inverted V-shaped line) only when reserves rise, current account improves, bank credits and inflow of capital flows rises.  

Thus, overall, before 1995 the support for the intermediate regime with the CC model is weaker compared to a corner solution.  A change in a variable is likely to induce countries to choose one of the two poles three times more often than the intermediate regime (fifteen as opposed to five times).  

In the second subsample starting in 1995, however, the picture gets murky.  Surprisingly, instead of vanishing, evidence suggests a higher frequency of instances where countries opt for the intermediate regime compared to the first subsample (Table 2, last three columns, and Figure 4b, bottom panels).  The probability of a corner solution increases when fdi, dev, bnkc, and fliab rise, and when gov, dgdp, rsv, cab, fdi, and intf decline.  In contrast, countries opt for an intermediate regime when there is an increase in intf, rsv, gov, dgdpf, and a decline in bnkc, fliab, and dev.  Overall, a change in the independent variables raises the probability of the two poles in ten instances, that of the intermediate regime in eight cases.    This represents a 33 percent loss in the choice of two poles and 19 percent gain in the choice of the intermediate regime.

In summary, the frequency with which the two poles are chosen over the intermediate regime is still higher but less than in the first subsample.  However, the resilience of the intermediate regime and its coming back since 1995 casts doubt on the argument that this is a regime that is bound to disappear.  

IV. Conclusion

Partly due to the frequency of exchange rate crises that the international community witnessed since the 1990s, analysts increasingly argue that the intermediate regime is not a viable choice for developing countries because it is too crisis-prone.  Yet many countries appear to be reluctant to give up on this type of regime altogether.  In this paper we analyze the factors that lead countries to move to a corner solution or to choose the middle-of-the-road alternative.  For this, we compare the results obtained from the optimal currency area model with those obtained from a currency crisis model.


We find that support for the two pole hypothesis depends on the type of model chosen, the direction of the change in the independent variables and the time period of the analysis.  Over the full sample, evidence based on the OCA model gives an equal support for both alternatives (two poles and intermediate regimes), depending on the direction of the change in independent variables.  The CC model, on the other hand, corroborates broadly the two-pole hypothesis.

After determining a break point endogenously for each model, we find that the OCA model gives roughly consistent results over the two subsamples and equally supports both the intermediate and the two poles, before and after 1991.  The shift towards the intermediate regime is associated with a rise in the explanatory variables and the convergence toward the poles is linked with declines in the same variables.  The first subsample estimates with the CC model clearly support the two-pole hypothesis, with all declines in exogenous variables being associated with a higher probability of a corner solution and half of the increases associated with the intermediate regime.  However, the same pattern does not continue into the second subsample, where the choice of the intermediate regime appears to be more frequent and that of the two poles less frequent than in the first subsample.


Our study thus reconciles the two opposing views on the choice of currency regimes.  Our results show that the intermediate regime is not the choice that occurs most frequently but do not detect a clear converging pattern towards the two poles over the last two decades.   An important policy implication concerning developing countries and emerging markets is that these countries typically base their exchange regime choice on the nature and the direction of the shocks hitting the economy.  This is the reason why we find that neither the two-poles not the intermediate regime substitute for each other. 

Appendix:  List of Countries

USD Zone

LAT: Latin America and the Caribbean
Antigua and Barbuda, Argentina, Bahamas The, Barbados, Belize, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominica, Dominican Republic, Ecuador, El Salvador, Grenada, Guatemala, Guyana, Haiti, Honduras, Jamaica, Mexico, Nicaragua, Panama, Paraguay, Peru, St. Kitts and Nevis, St. Lucia, St. Vincent and the Grenadines, Suriname, Trinidad and Tobago, Uruguay, Venezuela RB, 

EAP: East Asia and the Pacific
Australia, China, Hong Kong, Indonesia, Japan, Korea Rep., Lao PDR, Malaysia, Mongolia, New Zealand, Papua New Guinea, Singapore, Solomon Islands, Thailand, 

Other regions
Algeria, Armenia, Azerbaijan, Bahrain, Bangladesh, Belarus, Burundi, Canada, Egypt Arab Rep., Ethiopia, Gambia The, Georgia, Germany, Ghana, Guinea, Hungary, India, Iran Islamic Rep., Israel, Jordan, Kenya, Kyrgyz Republic, Lithuania¸ Malawi, Maldives, Mauritania, Mauritius, Mozambique, Nepal, Nigeria, Pakistan, Romania, Russian Federation, Rwanda, Saudi Arabia, Sierra Leone, South Africa, Sri Lanka, Syrian Arab Republic, Tanzania, Turkey, Turkmenistan, Uganda, Ukraine, Zambia, Zimbabwe, 

CFA Franc Zone

Benin, Burkina Faso, Cameroon, Cape Verde, Chad, Comoros, Congo Rep., Cote d'Ivoire, Equatorial Guinea, Gabon, Guinea-Bissau, Madagascar, Mali, Morocco, Niger, Senegal, Togo, Tunisia

Europe: Euro and the DM zone

Albania, Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Greece, Iceland, Ireland, Italy, Macedonia FYR, Malta, Moldova, Netherlands, Norway, Poland, Portugal, Slovak Republic, Slovenia
Table 1: Full Sample  CA and CC Model Estimates (1982-1999)*

	OCA Model (Base category: Fixed)

dP/dX
	
	CC Model (Base category: Fixed)

dP/dX

	
	
	

	
	Float
	Interm
	Fixed
	
	
	Float
	Interm
	Fixed

	gdp
	3.94

(7.0)
	12.07 ▲
(16.8)
	-16.01▼

(18.3)
	
	gov
	-0.71▼

(4.5)
	0.22

(1.1)
	0.49▲
(2.3)

	open


	-0.15▼

(4.4)
	0.18▲
(5.6)
	-0.03

(0.8)
	
	bnkc
	0.10▲
(5.0)
	0.07

(2.2)
	-0.17▼

(4.8)

	infdif
	0.22

(3.6)
	0.61▲
(6.7)
	-0.83▼

(6.8)
	
	dgdp
	-0.63▼

(3.9)
	0.67▲
(3.1)
	-0.04

(0.2)

	gcf


	0.08

(1.6)
	0.11▲
(2.0)
	-0.19▼

(2.4)
	
	rsv
	-0.84▼

(2.1)
	1.60▲
(3.1)
	-0.76

(1.3)

	rerv
	14.11▲
(5.2)
	0.70

(0.2)
	-14.82▼

(2.9)
	
	cab
	0.72▲
(4.9)
	0.70

(3.6)
	-1.41▼

(6.7)

	
	
	
	
	
	fliab
	0.09▲
(3.5)
	0.04

(0.9)
	-0.13▼

(2.8)

	
	
	
	
	
	fdi
	0.04

(0.2)
	0.54

(1.6)
	-0.58

(1.6)

	
	
	
	
	
	dev
	-0.20

(0.1)
	-0.62

(1.3)
	2.82

(1.3)

	
	
	
	
	
	nintf
	-3.05▼

(7.5)
	0.10

(0.2)
	2.95▲
(5.8)

	
	
	
	
	
	dgdpf
	-0.81

(2.8)
	-0.96▼

(2.6)
	1.77▲
(4.5)

	LRT
	460.18
	
	LRT
	240.69

	Pseudo-R2
	0.270
	
	Pseudo-R2
	0.136

	AIC
	1.343
	
	AIC
	1.915


_________________________________

*Entries are marginal effect on the probability of a particular regime and the associated absolute z-value.  The upward (downward) pointed bold triangle represents shows that the specific regime has the highest occurrence if an independent variable increases (decreases). 

Table 2:  Effect of Structural Break: subsample estimates*

	OCA Model (Base category: Fixed)

dP/dX
	
	CC Model (Base category: Fixed)

dP/dX

	
	1982-1991
	1992-1999
	
	
	1982-1994
	1995-1999

	
	Float
	Interm
	Fixed
	Float
	Interm
	Fixed
	
	
	Float
	Interm
	Fixed
	Float
	Interm
	Fixed

	gdp
	3.77

(6.6)
	14.56▲

(13.7)
	-18.33▼

(14.6)
	1.27

(1.4)
	9.55▲

(9.3)
	-10.81▼

(10.7)
	
	gov
	-0.49▼

(3.2)
	-0.28

(1.2)
	0.77▲

(3.0)
	-1.70▼

(4.1)
	1.13▲

(2.6)
	0.57

(1.3)

	open


	-0.03

(1.0)
	0.12▲
(2.8)
	-0.09▼

(1.7)
	-0.33▼

(5.6)
	0.25▲

(4.7)
	0.09
(1.8)
	
	bnkc
	0.12

(5.4)
	0.17▲

(4.3)
	-0.28▼

(6.2)
	0.11▲

(2.2)
	-0.13▼

(2.1)
	0.02

(0.4)

	infdif
	0.11

(1.8)
	0.60▲

(4.2)
	-0.71▼

(4.2)
	0.07

(0.7)
	0.39▲

(3.7)
	-0.46▼

(3.5)
	
	dgdp
	-0.45▼

(2.8)
	0.49▲

(1.9)
	-0.04

(0.1)
	-1.20▼

(3.0)
	1.18▲

(2.7)
	0.02

(0.1)

	gcf


	0.19

(2.1)
	0.69▲

(2.8)
	-0.87▼

(2.8)
	0.04

(0.6)
	0.04

(0.7)
	-0.08

(1.3)
	
	rsv
	-0.71

(1.7)
	1.52▲

(2.6)
	-0.81

(1.2)
	-2.98▼

(3.0)
	2.05▲

(1.8)
	0.93

(0.9)

	rerv
	28.42

(6.1)
	40.82▲

(3.9)
	-69.24▼

(5.7)
	9.68▲

(2.8)
	-8.01▼

(1.8)
	-1.67

(0.4)
	
	cab
	0.90▲

(5.9)
	0.52

(2.2)
	-1.41▼

(5.5)
	0.23

(0.6)
	1.10▲

(2.6)
	-1.32▼

(3.5)

	
	
	
	
	
	
	
	
	fliab
	0.05

(2.3)
	0.08▲

(1.9)
	-0.14▼

(2.7)
	0.37▲

(3.9)
	-0.37▼

(2.9)
	0.00

(0.0)

	
	
	
	
	
	
	
	
	fdi
	0.28

(1.7)
	0.76▲

(1.8)
	-1.04▼

(2.4)
	-1.98▼

(2.1)
	-0.02

(0.0)
	2.00▲

(2.2)

	
	
	
	
	
	
	
	
	dev
	10.75▲

(4.6)
	4.00

(0.9)
	-14.76▼

(3.0)
	-3.12

(1.3)
	-5.71▼

(1.8)
	8.82▲

(2.3)

	
	
	
	
	
	
	
	
	nintf
	-2.32▼

(6.3)
	0.20

(0.4)
	2.12▲

(3.8)
	0.61

(0.3)
	4.51▲

(1.9)
	-5.11▼

(2.2)

	
	
	
	
	
	
	
	
	dgdpf
	-0.73▼

(2.8)
	-0.63

(1.5)
	1.36▲

(3.1)
	0.98

(0.8)
	-0.40

(0.3)
	-0.58

(0.4)

	LRT
	460.18
	240.69
	
	LRT
	213.37
	97.20

	Pseudo-R2
	0.270
	0.136
	
	Pseudo-R2
	0.088
	0.089

	AIC
	1.343
	1.915
	
	AIC
	1.815
	2.063


_________________________________

* See footnote Table 1.
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Source: IMF Exchange Arrangements and Exchange Restrictions Annual Reports.  Regional classifications are from the 

World Bank Development Report.
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� Frankel (2003) provides a thorough review of the recent developments in exchange rate regimes.


� The latest IMF classification (1999) adopts a more detailed categorization of regimes: 1) Exchange arrangement with no separate legal tender, 2) Currency board arrangement, 3) Conventional pegged arrangement, 4) Pegged exchange rate within horizontal bands, 5) Crawling peg, 6) Crawling band, 7) Managed floating with no pre-announced path for the exchange rate, 8) Independently floating.  In our analysis, we group regimes 1, 2, and 3 under “Fixed”, 4,5,6, and 7 under “Intermediate”, and 8 as “Float”. 





� For a detailed discussion of the variables, the significance of their signs and an analysis of the models at the regional level see Kato and Uctum (2003).  


� The marginal effect is likely to be different than the plain coefficient and even of opposite sign and this is usually considered to be a drawback.  For our analysis, this is rather an advantage since our emphasis lies in the overall direction and magnitude of the effect on exchange rate regimes.





� A popular methodology for the one-period Chow test is to compare the SSE (sum of squared error) of the full and subperiod data sets.  Since the discrete dependent variable models do not provided the SSE, we use the log-likelihood statistics of the estimated models and compare them applying the LRT (log-likelihood ratio test) methodology:  LRT=� EMBED Equation.3  ���.  In the case of our multinomial logit model, the � EMBED Equation.3  ���has a degree of freedom of 10.





� The weighted marginal effect is equivalent to a semi-log elasticity of the probability of a regime i with respect to independent variable, � EMBED Equation.3  ���.
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