Choice of Exchange Rate Regime and Currency Zones‡
Isamu Kato*

The Graduate School and University Center, The City University of New York

Merih Uctum**
Brooklyn College and the Graduate School and University Center,

The City University of New York.

March 2005

Abstract

We investigate the factors determining the choice of exchange rate regimes in four currency zones, controlling for country heterogeneity, time dummies, within an optimal currency area framework.  We find that results from regional analysis can substantially differ from the aggregate analysis even when unobservable country effects are controlled for.  In Europe 15 and Latin America and Caribbean real exchange rate volatility increases the probability of choosing relatively flexible regimes, but is not significant in East Asia and Pacific countries unless the Asian crisis is accounted for.  Openness, inflation and international integration, though often significant, reflect institutional and policy differences across currency zones.  Country size is the only variable that is robust to sample change.  Although we find a general move towards relatively flexible rates, in both Latin America and Europe the end of the 1990s is marked by a return to relatively fixed regimes.

JEL Classification Numbers: F31, F33, F21.

Key Words: exchange rate regimes, discrete choice model, optimum currency area, currency crises.

*Ph.D. Program in Economics, The Graduate Center, City University of New York, 365 Fifth Avenue, New York, NY  10016-4309.  Phone: 718-384-9543.  

Email: iskato@usa.net.
** Contact author: Economics Department, Brooklyn College of the CUNY, 2900 Bedford Avenue, Brooklyn, NY 11210. Phone: 732-549-5252. 

Email: muctum@brooklyn.cuny.edu, uctum@econ.rutgers.edu.
‡ The authors would like to thank Mike Wickens and Denis Bolduc for many helpful suggestions, and the participants in the Winter 2004 Meeting of the Econometric Society, San Diego, January 3-5 and the Seminar in Applied Economics at the Graduate Center of CUNY for useful comments on an earlier version of this paper.
Introduction 

After the dollar crisis that led to the collapse of the Bretton Woods system in the early 1970’s, several industrial countries abandoned their fixed exchange rate regimes and shifted to floating rates.  Since then, the choice of exchange rate regimes has been the subject of a lively debate in international finance.  To this day there is still no consensus over issues such as the optimal choice of regimes, their determinants, and whether regimes are sustainable or not.  In this study, we investigate the determinants of three exchange rate regimes (fixed, flexible and intermediate) and examine how regimes are chosen.  We conduct the analysis in an optimal currency area (OCA) framework (Mundell, 1961) with data from 144 countries.

The first objective of this paper is to decompose the choice of exchange rate regime into components attributable to the effects of observed variables and unobserved heterogeneity.  Country specific effects have been largely disregarded until recently.  Neglecting unobservable country specific effects may lead to model misspecification.  We find that in most cases, controlling for heterogeneity affects estimates.  

The second objective is to explore the differences attributable to different currency zones.  The existing studies on exchange rate regime determination do not make such distinction and lump all foreign variables into a single “foreign country”, which consists of either the United States or an average of the OECD countries.   We cover three different currency zones, the US dollar, the ECU/euro, and the CFA franc.  Our findings show that results from regional analysis can substantially differ from the aggregate analysis even in the presence of country-specific effects.  Finally, we use a relatively large data span, which allows us to take into account the time series characteristics of the data beside the cross-section aspects.  


We perform several robustness tests and check the sensitivity of the results to factors such as regime categorization (de facto versus de jure), sample specification, regime persistence.

Our results indicate that based on de jure categorization, country size is the only variable that is robust across currency zones.  In Europe 15 and Latin America and Caribbean exchange rate volatility increases the probability of choosing relatively flexible regimes, but is not significant in East Asia and Pacific countries unless the Asian crisis is accounted for.  Openness, inflation and international integration, though often significant, reflect institutional and policy differences across currency zones.  Although we find a general move towards relatively flexible rates, in both Latin America and Europe the end of the 1990s are marked by the return of relatively fixed regimes.

I. A review of the variables

Previous studies used an array of dependent and independent variables to analyze the probability of choosing a particular exchange regime.  In the following section we survey the most common variables these studies relied on.  

1. Dependent variable  

The various methods and measures used in the literature range from a discriminant analysis (Heller, 1978), flexibility index (Holden, Holden, and Suss, 1979), to discrete variables.  The latter consist of the following categories: two regimes with fixed and flexible rates (Dreyer, 1978, Savvides, 1990, Bosco, 1987), three regimes with fixed, intermediate, and float (Bosco, 1987, Savvides, 1993, Rizzo, 1998, Poirson, 2001), and four or more regimes with single-currency peg, basket peg, crawling peg and float (Melvin, 1985, Juhn and Mauro, 2002).  

The IMF exchange rate classification (1983-1998) broadly divides the exchange rate regimes into four categories: fixed, flexibility limited (crawling peg), managed float (dirty float), and independent float.  For our dependent variable, we consider three regimes following Masson’s (2000) categorization, and define the two middle categories as an “intermediate” regime.
 We index the fixed/pegged regime, the intermediate regime and the floating regimes respectively as 1, 2, and 3.

Recently, several studies relied on de facto exchange rate regime categorization instead of de jure (official)
.  In general, each de facto approach classifies the exchange rate regimes according to a measure of exchange rates (official/unofficial), and/or fundamental variables, such as reserves.  This classification presents several limitations, such as narrow country coverage, and endogeneity of the quantitative measures, which are affected by other economic and political factors.  In this paper we use de jure classification from the IMF’s Exchange Rate Arrangements and Annual Restrictions annual report for several reasons.  First, so far no particular de facto measure has been widely adopted as a valid representation of the actual exchange rate regimes.  Second, conducting the analysis using the traditional IMF categorization allows assessing of our findings with respect to the body of research that relied on the same measure.  Last, but not least, we compared our results with those obtained from Bubula et al.’s de facto measure and found no significant major difference.

2. Explanatory variables 

The OCA model emphasizes the role of economic characteristics of a country in the determination of the choice of the exchange rate regimes.
 The most common variables used in these studies are: openness of the country, size of capital transactions, the economy size, patterns of international trade, inflation differential.  We do not incorporate political economy variables that are included in recent studies since we want to emphasize the role of the OCA variables.
 

The economy size is likely to be positively related to the degree of flexibility.  The smaller the economy, the more vulnerable it is to external shocks transmitted through the exchange rate, the higher the probability that it will opt for a low degree of flexibility of the regime (Heller, 1978).  In our analysis, the economy size (gdp) is the natural log of PPP based gross domestic product.

Openness is negatively related to exchange rate flexibility, everything else being constant.  The more open an economy, the worse-off is the inflation-unemployment trade-off with a flexible exchange rate because of the ensuing depreciation of the currency, and the larger is the impact on the economy of a foreign shock (Rogoff, 1985).  Thus, the country will likely opt for a low degree of flexibility to circumvent the disadvantage of openness on inflation.  However, a reverse causal relation may give a positive relation between the degree of openness and that of flexibility.  More open economies usually are subject to frequent foreign shocks and hence need a relatively flexible exchange rate regime to absorb these shocks.  In this study, openness of the country (open) is defined as the ratio of the import+export to the GDP. 

Inflation differential is positively related to the degree of exchange rate flexibility.  A country with a relatively high inflation rate needs to adjust its fixed exchange rate frequently to remain competitive, which is likely to lead to the abandonment of the fixed regime in favor of a flexible one.  However, some analysts argue that in high inflation countries, authorities use fixed rates as a nominal anchor that provides the discipline to reduce the inflation rate.
  This would then lead to a negative relation between the degree of flexibility and inflation.  We calculate the inflation differential (inf) as the difference between the gross domestic inflation and foreign inflation rates, both in natural logarithms.  

Later studies also explore the effect on the regime choice of monetary and inflationary shocks, real exchange rate volatility, and financial integration, measured by capital flows.   Variability of the real exchange rate is positively related to exchange rate flexibility.  Higher variability is more likely to shift the country to the floating exchange regime, which is expected to offset the exchange rate volatility (Melvin, 1985 and Savvides, 1990).  We define this variable (rerv) as the standard deviation of the real exchange rate during the last five years, with the real exchange rate defined as the ratio of foreign price denominated in domestic currency to domestic price.

Capital mobility is likely to be positively related to the degree of flexibility.  Countries with high capital mobility and fixed exchange rates lose their monetary policy independence, hence their ability to conduct stabilization policies.  In the face of an adverse shock, countries tend to opt for flexible exchange rates to prevent a costly adjustment of the economy.  However, some analysts also argue that low capital mobility requires the trade account to adjust for international imbalances, supporting the case for a flexible regime (Bosco, 1987).  If this argument holds, we would expect to find a negative relation between capital mobility and the probability of countries opting for a flexible regime.  The negative relation between high capital mobility and the flexibility of the exchange rate regime also goes back to the OCA discussion (Mundell, 1961).  With low capital mobility, it is less costly to maintain fixed exchange rates.  In our analysis, we compute capital mobility (gcf) as the ratio of gross capital flows (assets plus liabilities) to GDP, and consists of FDI flows, portfolio investment and other flows.  

The evolution of international community’s perception concerning the exchange rate regime can be a factor that affects countries’ choice of exchange rate regimes, independently of other fundamentals.  We approximate this factor with a trend (Collins, 1996), by using time dummies to examine the change in the ideas.  The advantage of time dummies is that they allow precise testing of the time period when perceptions change.

II.
Data and description

1. Source of data

All series are annual and cover the period 1982 to 1999.  The World Development Indicators is the main source for most of the independent variables.  Exceptions are the German GDP and PPP, which are from the OECD’s Statistical Databases and the weighted average of foreign GDP (OECD countries), from the OECD Statistical Compendium.  Data for foreign liability and FDI comes from the International Monetary Fund’s Balance of Payment Statistics.  Data for the dependent variable, the exchange rate regimes, are collected from the International Monetary Fund’s Exchange Arrangements and Exchange Restrictions Annual Reports.  

We initially started with 200 countries that belong or used to belong to one of the three currency zones.  After excluding those with missing data, we ended up with 144 countries for our analysis (97 in the US-dollar zone, 28 in the EUR zone and 19 in the CFA Franc zone), giving us a full sample size of 2063.  The categorization of currency zones is based on Yeyati and Sturzengger (2003), and the regional classifications of countries are from the World Bank development report (see appendix for the list of countries).  The explanatory variables, their symbols and definitions are as follows:

Currency zones:  An important contribution of this paper is to cover three different currency zones: the US dollar, the ECU/euro, and the CFA franc.  Rather than limiting the analysis to a single zone like most of the previous literature does (US dollar zone), examining several zones deepens further our understanding of exchange rate regimes and the idiosyncratic factors affecting their choice.  The foreign factors that previous studies examine consist of the US variables or the OECD country averages.  This methodology implicitly assumes the US or the OECD economy is the key external factor for most currencies.  However, a number of currency zones exist in the real world, and many currencies are adjusted to other currencies besides the US dollar.  In those cases, a country of an anchor currency is likely to have a greater economic impact on member countries of the currency zone than the United States.  

We, thus, compute each zone’s foreign variables (foreign inflation, foreign prices and the exchange rate) based on the anchor country’s variables.  More specifically, for countries from the US dollar zone, the ECU/euro zone, and the CFA franc zone the foreign variables are based on, the US, German, and French variables, respectively.  We define the currency zones as follows: the ECU/euro region in Europe (EUR); the CFA franc zone (CFA); and the two US dollar zones, the Latin American zone, comprised of South America and the Caribbean zone (LAC) and the East Asian and the Pacific zone (EAP).  We also look at the subset of the EUR area, initial 15 members of the euro area and call it EUR15.

2. Description of data

Data according to currency zones: Figure 1 shows the annual averages of the dependent and exogenous variables in the full sample and currency zones.  The exchange rate regime is represented by the bold line in the first raw and its average value varies between 1 (fixed rates) and 3 (perfectly flexible rates).  The full sample reflects a general move towards more flexible exchange rates.  The move tapers off in mid-1990s and declines somewhat thereafter.  In parallel with the pattern in the exchange rate regimes, the volatility in the real exchange rate, rerv, and the inflation differential, inf, both increase during the 1980s and then decline after 1995.  The other variables, financial integration (gcf), GDP and openness, exhibit broadly positive trends.  

The full-sample trends are not replicated in the EU zone.  The area follows relatively fixed exchange regimes until 1991, switches to more flexible regimes through the 1990s as a result of new members joining the zone after the collapse of the Soviet Union, and widening of the bands following the 1992-1993 currency crisis in EU15 zone.  Both the EU and EU15 revert back to more fixed regimes after 1997 in the wake of the advent of euro in 1999.  The volatility of the real exchange rate and inflation differentials follow the events in the EU zone.  They increase after 1991 in EU as new members grapple with nominal volatilities in their economies, but decrease gradually in EU15 as the core countries follow policies to converge their economies, in line with the requirements for the European monetary union (EMU).  Openness, and financial integration increase in both the large and the small group but GDP stagnates in EU while it increases in EU15.

Not surprisingly, the variables in the CFA zone do not follow those of the full sample either.  Their currencies have been pegged to the French franc and now to euro with a major adjustment in mid-1980s and in early 1990s.  However, because this is a more homogenous group than EU, the pattern in the exchange rate regime is different.  Inflation came under control in the second half of the 1980s, while the real exchange rate volatility remains fairly modest, except during the late 1980s-early 1990s.  Financial integration, however, is on a declining trend, reflecting the difficulties the area is experiencing in attracting foreign investment.  By contrast, openness and GDP have been increasing throughout the sample period.

The exchange rate regimes in LAC and the EAP zones are following the full sample relatively closely, though differences exist.  The LAC area experienced an increase in the flexibility of the regimes in 1988-1993 and a rise in more fixed regimes since then.  In EAP, the tendency to adopt more flexible rates continued throughout the 1990s until the Asian crisis when countries moved sharply towards more fixed regimes.  After 1997, the exchange rate volatility drastically declined in the LAC, while it sharply increased in the EAP as expected.  The inflation differentials in both zones also follow similar patterns to the volatility of the real exchange rates.  They subside in the second half of the 1990s in LAT but increase in EAP.  Capital flows dwindled in 1980s in LAC following the debt crisis but they have been in general stable throughout the 1990s.  By contrast, they increased in the EAP region until 1996, declined sharply in 1997 triggering the crisis, and started to recover thereafter.   GDP and openness, while following the full sample pattern in LAC, plummeted in EAP after the Asian crisis. 

Table 1 describes the contemporaneous correlation coefficients for explanatory variables.  Consistent with Figure 1, it reflects high correlation in absolute value between GDP, openness in Europe and LAT regions, gcf and openness in both the EUR, CFA and the EAP areas, and rerv and inf in all currency zones.  This correlation potentially biases the estimated coefficients.  We test below the significance of this bias.  It is also interesting to note that the negative correlation between years and inflation in Europe reflects the two-decade long decline in the inflation differential with the anchor country, Germany.  Next, we turn to the description of the data according to exchange rate regimes.  

Data according to regime change:  Figure 2 shows the patterns in the means of regressors for three different samples.  The first one, var 0, represents the means of regressors for countries that remained in the same regime throughout the sample period.  Var 1 is the means of regressors for countries that changed regimes only once, and var 2 refers to the means of regressors for countries that went through two regime changes.  This categorization of the data helps us explore possible correlation of variables with changes between regimes. 

Countries that stuck to a single exchange rate regime are on average small open economies, and highly integrated in international markets.  They experienced low inflation and exchange rate volatility until the 1990s but large shocks in these variables after that.  By contrast, countries that had three different regimes during the same period were middle sized, had relatively low openness, and low financial integration, and higher inflation and exchange rate volatility but with lower variance.

We further break down the single-regime sample (var 0) into total, fixed, intermediate and floating regimes (Figure 3).  The sample averages suggest that the pure floaters have the largest economy size, the less open economies, and the highest real exchange rate volatility.  The fixers are smallest economies, with the most open economies and the lowest exchange rate volatility.  Countries with intermediate regimes are the most financially integrated but with relatively highest inflation rates.  Finally, the pure floaters have the lowest capital flows and experience the largest supply shocks (real exchange rate volatility).     

III.
Methodology

Previous studies used various statistical techniques to analyze the choice of exchange rate regimes.  Besides rare analyses based on OLS (Holden, Holden, and Suss, 1979), the methodology generally consists of discrete choice models: binary probit (Savvides, 1990, Frankel and Rose, 1990, Eichengreen, Rose and Wyplosz, 1996, Collins, 1996), binary logit (Bosco, 1987), ordered probit or logit (Dreyer, 1978, Melvin, 1985, Bosco, 1987, Eliasson and Kreuter, 2001, Rizzo, 2002), and unordered multinomial logit (Bosco, 1987).  

To control for country-heterogeneity we use the random effects ordered probit model, which is one of the commonly adopted methodologies to discuss categorical dependent variables, and has a natural order in panel data.  The estimated equation for the model is as follows:
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 is the normal distribution function.  The model is estimated by the log-likelihood function introduced by Butler and Moffitt (1982) and the Gauss-Hermite quadrature method deals with the random effects structure in the model.  Stata 7.0 provides “reoprob” command, written by Frechette (2001) to estimate the random effects ordered probit.  If we introduce the state dependence characteristic into the model, then:
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 is a vector for dummy variables and represents the country’s choice of exchange regimes in the previous period.  To avoid multicolinearity, we include the dummy variables only for intermediate and floating regimes. We assume that the initial regime choice at t=0 is non-stochastic constant (Wooldridge, 2000).

Endogeneity, caused by contemporaneous interaction between economic fundamentals and the exchange rate regimes, is a well-known problem in this type of analysis.  In cross-section studies, some of the independent variables are frequently instrumented to deal with this problem (e.g., openness instrumented with land area or a landlocked dummy variable).  However, given the time-series dimension of our data we cannot adopt a similar approach for most of the variables due to lack of time variance in these instruments.  Instead, we use internal instruments by drawing on lagged values of these variables.

III.
Empirical results

In the next subsections we examine the empirical evidence covering the period 1982 to 1999 (Tables 2-2d).  The figures indicate how the probability of choosing a more flexible exchange rate regime changes in response to a change in an independent variable.  Figures in parentheses are absolute values of z-statistics associated with the estimates.  The likelihood ratio (LR) test statistics distributed as
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The first column in each panel displays the regression results in full sample.  Random effects require elimination from the sample of countries that did not experience any variation in the exchange rate regime.  Since a change in the sample is likely to affect the results, we reran the estimations with the new sample, without the random effects and then controlling for it.  The second and third columns in each panel show, in the order of appearance, the results of the ordered probit model without random effects, and with random effects. To save space, we do not report the coefficients of time dummies but we discuss their significance and sign in the text.  We use the following notation: Full Sample consists of countries with zero, one or more regime changes, while Restricted Sample excludes countries with no regime variation.  Pooled designates all countries and contrasts with specific regions.

The LR test statistics (LRTIME) suggest that time effects are significant across groups and models, except the models in the CFA area and no random effects model with restricted sample in the EAP area.  We thus report estimation results controlling for time effects in all except the last two cases.  The coefficient of cross-correlation 
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 is strongly significant across samples, suggesting significant heterogeneity effect even within currency zones.  An exception is the regression results involving EU15 where random effects are rejected.  Comparing across currency zones, the pseudo-R2 is the highest in the full sample results of the CFA and the LAC regions, suggesting that the model explains the choice of currency regimes best in these areas. 

1. Pooled Estimates 

Table 2 presents the estimation results for the pooled model, all countries and periods combined.  Most independent variables are significant at the 95% confidence level and come in with the expected sign in the full sample.  Consistent with the theory, the probability of choosing a flexible over a fixed exchange rate regime increases the larger is the economy, the higher the inflation rate, and the real exchange rate volatility (first column).  Openness and financial integration are insignificant.  Time dummies have significant positive signs from 1990 onwards (not reported), reflecting a general move away from relatively more fixed regimes.  Results are robust to sample size.  Restricting the sample size keeps the signs of the coefficients unchanged, but the country size and inflation effects are now smaller and the exchange rate volatility effect is larger, as expected.  

Controlling for random effects improves the LR statistics, and also the significance of openness, and gcf but the sign of openness goes against the theory’s predictions.   Although the positive relation between openness and the degree of flexibility looks puzzling, it is consistent with the experience of some currency zones, as we will see below.  It reflects, at least partially, the fact that throughout the 1990s many emerging economies adopted floating regimes while opening up their economies.  

The negative relation between high capital mobility and the degree of flexibility is consistent with the OCA argument, and is likely to reflect the tendencies in major currency zones.  We checked for potential bias caused by multicollinearity.  For this, we reran the regressions by excluding consecutively the highly correlated variables.  Results are largely unaffected by this exercise, except in the random effect regression, where omitting rerv increases the significance and the magnitude of inflation effect.  

Although the cross-correlation coefficient estimate is strongly significant, we also tested for regional effects separately.  The LRREG test statistics comparing the likelihood ratio of the pooled sample regression with that of the regional regressions summed over the regions clearly rejects homogeneity.  Both test results highlight the importance of analyzing the regions separately, to which we now turn.

2. European area

Table 2a shows the regression results for the 28 European countries, EU, and the 15 countries, EU15 constituting the more integrated core of the European monetary union (EMU).  The two groups display a fair amount of differences, largely due to disparity in the development of their respective markets and economies.  Country size is the only independent variable that is robust to sample specification and affects the choice of the exchange rate regime in the expected direction.  
In the large EU group results are quite sensitive to sample changes.  Whereas in the full sample low openness, high capital mobility and real exchange rate volatility increase the probability of choosing a relatively flexible regime, these factors are not significant in the restricted sample with random effects.    Some of the insignificant results are due to multicollinearity.  Although inflation appears insignificantly across models and samples, omitting rerv increases the significance in full sample (column 1).  Turning back to EU15, several differences emerge with the larger area.  Unlike in the larger area, the real exchange rate volatility, rerv, is positively and significantly associated with flexible exchange rates in both samples and models, while gcf is not significant throughout.  Openness is significant in the full and restricted samples (columns 1 and 2, right panel). But its significance decreases with random effects.  

At first, the negative albeit weak relation between inflation differential and the degree of flexibility looks odd (last column).  Careful inspection of the data reveals that this is not a causal relation but a result of convergence criteria observed by the countries that joined the EMU at the end of the 1990s (Figure 1, column 3, top panel).  While the fluctuation bands were widened in response to the European crisis, the EU15 economies continued their efforts to comply with the Maastricht criteria, among which was the convergence of inflation rates.  This explains largely the negative sign of the inflation estimate in EU15.  

3. CFA zone

This is the area with the highest pseudo-R2 in the full sample results (Table 2b, left panel).  Time effects were not significant and affected the estimated coefficients little.  Given the nature of this exchange rate arrangement, the restricted sample is substantially smaller than the full sample once all countries with no variation in the dependent variable have been removed.  Thus, the small sample bias becomes hard to avoid in the right panel.  In full sample, all variables except rerv are significant and their sign is consistent with the theory.   We checked if the low significance of the volatility of the real exchange rate is due to multicollinearity.  To be sure, omitting inf changed the sign to positive and raised the significance and the magnitude of the estimate, in line with the theory.  

In the reduced sample, most variables appear to lose their significance with the exception of rerv.  However, collinearity between rerv and inf conceals the real effect of inflation.  Omitting rerv, the inflation differential enters the regression with a significant and positive coefficient.  We checked if the weakness of the other estimates is due to multicollinearity, verified that this was not the case and concluded that it is most likely caused by small sample bias.

4. LAC area

Most variables in this area enter the regression equation significantly (Table 2b, middle panel).  Among these, country size, and rerv are consistently significant across samples and models.  The signs of gdp, inf and rerv are in line with the theory.  The positive sign of openness, on the other hand, reflects a policy decision rather than a causal relation.  Throughout the 1980s, LAC economies reduced their trade barriers while embracing more flexible exchange rate regimes.  By contrast, during the 1990s the switch to more flexible regimes stopped and more countries started adopting intermediate regimes, while opening up to trade reached a ceiling and stopped progressing (Figure 1b).  The experience of these economies during both of these episodes presumably created a positive, noncausal, correlation between openness and the degree of flexibility of exchange rates.

After the 1980 debt crisis, LAC countries took drastic measures and established responsible policies.  The policy change restored international investors’ confidence and contributed to a gradual rise in financial integration of these economies.  The increase in gcf occurred simultaneously with a gradual return to more intermediate regimes.  Thus, in the full sample, we observe a negative relation with the degree of exchange rate flexibility and capital flows.  However, the relation is not strong and weakens with sample changes.  Inflation is positively related to the degree of flexibility of the exchange rate regime, as expected but the relation weakens in the restricted sample.  Time effect is significant and positive in particular after 1990, reflecting the trend in the area to move towards a relatively more flexible regime, and higher volatility of inflation and capital flows.  The positive sign of the time dummies is consistent with the evolution of the “climate of ideas” (see Collins, 1996).  

5. EAP area

In parallel with the other areas, the economy size is significant and positive in the EAP region, suggesting that the larger the economy, the higher the probability of choosing a more flexible exchange rate regime.  Openness also enters all specifications and samples significantly and with the expected sign.  In the restricted sample, inflation and capital flows (when multicollinearity is removed) are significant.  The positive coefficient of gcf suggests that the increase in the EAP economies’ integration with world capital markets raises the probability of these countries’ choosing relatively flexible exchange rates.  However, the significance of this variable disappears in full sample.

A close inspection of Figure 1b gives some insight into this result.  The positive relation between gcf and the degree of exchange rate flexibility is present over the period 1982-1986.  The Asian crisis, however, introduces major changes in most variables, in particular in exchange rate regimes and gcf.  To examine these changes we excluded the last two years from our sample and reran the regressions.  Interestingly, while the changes in the other variables were mostly insignificant, capital flows became positive and highly significant, while rerv turned insignificant.  This result reflects what we observe on Figure 1b.  Until the crisis, supply shocks, represented by the real exchange rate volatility, were negligible and, hence, did not enter the choice of exchange rate regime, while capital flows were an important component of this decision.   

6. Discussion of the results

Stepping back from the regional analysis, several points of interest arise for comparative studies on different country samples.  The pooled results indicate that among the five explanatory variables analyzed, gdp, inf and rerv are the most likely to affect the exchange rate choice of a country.  At the regional level, the significance of gdp is replicated in all currency zones, while rerv is an important component of exchange rate regime choice in EU15 and LAC and inf in CFA and the full sample results of the regional analysis. 

The other two variables, open and gcf, are significant in the pooled regression only if country heterogeneity is controlled for, and this result is not replicated in the currency zones.  Open is an important component of the regime choice in the full sample in all major zones, and preserves its significance with random effects in CFA, LAC and in EAP.  Capital flows, gcf is significant in the full sample in EU, CFA, and LAC.

Does controlling for random effects always improve the explanatory power of the equations?  The log likelihood (LL) test statistics results in the restricted sample indicate that accounting for country heterogeneity improves the explanatory power of the models in general.  However, the improvement in EU and EU15 is marginal, consistent with the low significance of cross-correlation coefficients in these areas.  How is the significance of the explanatory variables affected by unobservable country heterogeneity?  A close examination of estimates across models shows that, in contrast to the pooled results, controlling for random effects in general has little effect on the estimates and their significance regionally. 

Comparing across models, the rate of correctly predicted regimes shows that the models predict best the regime choice in the CFA zone for full sample results, and EU15 for restricted sample results (bottom panel, all tables).  More specifically, the model predicts best the fixed regime in CFA (full sample), and the intermediate regimes in the pooled sample, EU15 and CFA (all with restricted sample and no random effects).
  Overall, controlling for country heterogeneity improves the predictions in all areas except in EU and EU15, consistent with the low-cross correlation (
[image: image25.wmf]r

) in these areas.  

Next, we conduct various sensitivity checks.  First, we consider the effect of changing our sample, by including or excluding certain regimes.  Second, we compare our results based on IMF’s de jure classification with those on de facto classification by Bubula and Otker (2002). In the last section we analyze regime persistence.  

7. Robustness checks

(i) Sample analysis

Due to change in the samples, the left panel and the right panel in results in all Tables 2 to 2b are hard to compare.  In this section we get examine the differences between the full sample and the restricted sample.  We take the restricted sample as the baseline in each region and add to it groups of countries with a single regime, one at-a-time (pegs, floats and intermediates).  To illustrate, suppose we would like to examine the effect of pure floaters on the estimates obtained from a regression with the restricted sample.  We compare the restricted sample results with those obtained from a sample consisting of the restricted sample plus pure floaters.  Table 3 summarizes the results.  In each panel, in the first column we replicate the results from the restricted sample (RS) without random effects from Tables 2 to 2c.  The next columns, in the order of appearance, are regression results with the restricted sample plus pegs (RSP in column 2), restricted sample plus floats (RSF in column 3), restricted sample plus intermediates (RSI in column 4).  

The full sample pool results are fairly robust to sample specification (panel 1).  Adding the fixers, floater or the intermediate regimes does not affect the significance or the sign of the coefficients.  The rest of the panels do the same exercise with the regional samples.  In the EU zone, including the floaters increases the significance of openness and the volatility of real exchange rate (panel 2, column 3).  Inclusion of fixers or intermediates affects the results little (panel 2, columns 2, 4).  In the LAC area, adding the fixed regimes increases the significance of the inflation differential and capital flows (panel 3, column 2).  Adding only the intermediate regime makes inf significant but does not affect the coefficient of gcf (panel 3, column 4).  This is consistent with the common view that currency boards and hard fixes provide low inflation and lead to greater integration with the international capital markets because of lower risk of exchange rate uncertainty.  Adding the floaters does not affect the full sample results qualitatively.

By contrast to the LAC area, adding the fixed regimes to the restricted sample in the EAP region reduces the significance of openness and capital flows substantially (panel 4, column 2).  One explanation for this puzzling result is presumably the Asian crisis.  To check this, we reran the regression by excluding the period 1997-99.  Doing so increased the significance of these variables back to the level of restricted sample in column 1 and the magnitude of the coefficient of gcf above its original level.  This result reflects the detrimental effect of the crisis on the real and financial integration in this region and in particular on economies with pegged regimes.  

Adding the floaters (RSF) or the intermediate regimes (RSI) does not change the original results significantly.  Finally, we do not report the results for the CFA zone since they either replicate the full sample or the restricted sample results.  This is because all countries in this zone have either fixed or intermediate regimes and it is not possible to create distinct samples, as is the case with the other regions.

(ii) Comparison of de jure and de facto regime categorizations

Our objective is to see if there is a significant difference in the estimated coefficients of the independent variables using two different categorizations of exchange rate regimes.  Because Bubula et al. sample does not start before 1990, we confine the analysis to 1990-99 (Table 4).  We first perform the ordered probit regression over the full sample, and compare the de jure and de facto exchange rate regimes with trend dummies (left panel).  We then restrict the samples by eliminating countries with no change in their exchange rates, and repeat the ordered probit analysis (middle two columns).  In the last two columns we present the results with random effects.  

It is interesting to note that both sample results have more in common than differences.  The similarities are most striking in the full sample results.  All estimates in two samples are not significantly different and have the same sign.  In the restricted sample one difference between the two categories is due to the estimates of the GDP.  This variable enters de facto regressions with a significant and negative coefficient.  However, control of random effects weakens the significance in the de facto sample.

A similar exercise without time trends gave even more comparable outcomes.  Overall, results suggest that de facto and de jure categorizations do not lead to significantly different estimates, and different explanatory power of regressions.  Furthermore, both measures perform better in correctly predicting the intermediate regimes, but compared to de jure estimates, estimations with de facto categorization consistently underpredict fixed and flexible regimes and predict almost perfectly the intermediate regimes.  However, this result is largely due to the small number of fixed regimes in the de facto categorization.      

(iii) Regime persistence

In most panel analyses it is customary to examine the state dependence of the data.  In our case, this would amount to examining how the exchange rate regime in the previous period affects the probability distribution of current exchange rate regime choice.  Often in micro analyses regime persistence is a significant component of the choice.  In our case, it would not be surprising to find the same result.  The problem with exchange rate regimes, however, is that the dependent variable changes infrequently due to high costs of changing the regime.  In several cases it does not change at all, as is shown by our analysis distinguishing full sample from restricted sample.  Thus, we expected a lagged dependent variable to dominate the effect of the other explanatory variables.  We reran the regressions including the previous regime state.  As predicted, in all specifications this effect is large and significant, suggesting that countries are more likely to remain in their initial regime rather than move away from it, regardless the other independent variables .  

IV.
Conclusion
In this paper we examine countries’ choice of exchange rate regimes with an ordered choice variable analysis.  Within a framework of optimal currency area, we consider three different currency blocks, the US dollar—consisting of the Latin America and the Caribbean (LAC), and the East Asian and Pacific (EAP) regions--, the EU (ECU/euro) area, and the CFA franc region, and we control for unobservable country heterogeneity in each group.  Our methodology, data span and the comparison of different currency zones provide a framework that allows a detailed analysis of the exchange rate regimes.  Our findings suggest that, even when we control for factors such as unobservable country heterogeneity, time dummies, and different samples, substantial regional differences remain.

The full-sample results show that the probability of choosing relatively flexible regimes over a fixed regime increases with the size of the economy, exchange rate volatility, capital mobility, and inflation, decreases with openness, in line with the traditional analysis.  However, a more disaggregated analysis reveals regional differences, reflecting each region’s own experience.

In the European area, restricted to the 15 core countries (EU15), in the East Asia Pacific (EAP) and Latin American and Caribbean (LAC) areas the model in general performs well with random effects.  Country size and exchange rate volatility have the same pooled effects in LAC and EU15, but supply shocks become significant in EAP only when time dummies and country effects are controlled for.  Openness and inflation are significant determinants of exchange rate regimes in these zones but their sign reflects different institutional factors.  Controlling for random effects weakens the significance of coefficients in the CFA franc zone and the larger EU zone.

We also show that samples incorporating countries with a single regime often lead to different conclusions than samples consisting of only countries with variation in the regimes.  In the EU zone, adding the floaters to the sample increases the significance of openness and the volatility of real exchange rate.  In the LAC area, adding pure pegs increases the significance of inflation differential and capital flows, consistent with the view that currency boards and hard fixes provide low inflation and lead to greater international financial integration due to lower risk of exchange rate uncertainty.  By contrast, adding the pegs to the sample in the EAP region reduces the significance of openness and capital flows if the period after 1997 is included, reflecting the disturbance caused by the Asian crisis.  
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Appendix:  List of Countries

USD Zone

LAT: Latin America and the Caribbean
Antigua and Barbuda*, Argentina*, Bahamas The*, Barbados*, Belize*, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominica*, Dominican Republic, Ecuador, El Salvador, Grenada*, Guatemala, Guyana, Haiti, Honduras, Jamaica, Mexico, Nicaragua*, Panama*, Paraguay, Peru*, St. Kitts and Nevis*, St. Lucia*, St. Vincent and the Grenadines*, Suriname, Trinidad and Tobago, Uruguay, Venezuela RB;

EAP: East Asia and the Pacific

Australia, Cambodia*, China, Hong Kong, China*, Indonesia, Japan*, Korea, Rep., Lao PDR, Malaysia, Mongolia*, New Zealand*, Papua New Guinea, Singapore, Solomon Islands*, Thailand; 

Other regions

Algeria, Angola*, Armenia*, Azerbaijan, Bahrain*, Bangladesh*, Belarus*, Burundi, Canada*, Congo Dem. Rep.*, Egypt, Arab Rep., Ethiopia, Gambia The, Georgia*, Germany, Ghana, Guinea, Hungary, India, Iran Islamic Rep., Israel, Jordan*, Kenya, Kyrgyz Republic*, Lebanon, Lithuania*, Malawi, Maldives, Mauritania, Mauritius, Mozambique, Nepal, Nigeria, Pakistan, Romania, Russian Federation, Rwanda, Saudi Arabia, Sierra Leone, South Africa*, Sri Lanka*, Syrian Arab Republic*, Tanzania, Turkey*, Turkmenistan, Uganda, Ukraine*, Yemen Rep., Zambia, Zimbabwe;

CFA Franc Zone

Benin*, Burkina Faso*, Cameroon*, Cape Verde*, Central African Republic*, Chad*, Comoros*, Congo, Rep.*, Cote d’Ivoire*, Equatorial Guinea*, Gabon*, Guinea-Bissau, Madagascar, Mali*, Morocco, Niger*, Senegal*, Togo*, Tunisia; 

Europe: ECU, DM and the euro zone

Albania*, Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark*, Estonia*, Finland, France, Greece*, Iceland, Ireland, Italy, Macedonia FYR, Malta*, Moldova*, Netherlands, Norway, Poland, Portugal, Slovak Republic, Slovenia*, Spain, Sweden, Switzerland*, United Kingdom.

Note: * indicates the country did not experience any regime changes

Table 1: Correlation Coefficient Matricesa

Full Sample (n1=2063, n2=1320)

	
	gdp
	open
	inf
	gcf
	rerv

	open
	-0.35, -0.15
	
	
	
	

	inf
	0.01, -0.15
	-0.06,-0.07
	
	
	

	gcf
	-0.04,  0.04
	0.28, 0.41
	-0.06,-0.06
	
	

	rerv
	-0.03, -0.08
	0.00,-0.00
	 0.45, 0.42
	-0.02,0.00
	

	time
	0.17, 0.18
	0.05, 0.06
	0.10, 0.08
	0.05, 0.11
	0.15, 0.10


EU (n1=356,n2=279)




             EU15 (n1=232,n2=198)

	
	gdp
	open
	Inf
	gcf
	Rerv
	
	
	gdp
	open
	inf
	gcf
	rerv

	open
	-0.55,-0.39
	
	
	
	
	
	open
	-0.37,-0.44
	
	
	
	

	inf
	-0.20,-0.17
	0.06,0.06
	
	
	
	
	inf
	-0.18,-0.14
	-0.31,-0.24
	
	
	

	gcf
	0.08, 0.12
	0.41,0.51
	-0.10,-0.10
	
	
	
	gcf
	-0.04,-0.07
	0.64, 0.64
	-0.19,-0.13
	
	

	rerv
	-0.31,-0.16
	0.16,0.14
	0.42,0.55
	-0.05,-0.13
	
	
	rerv
	-0.13,-0.13
	-0.29,-0.29
	0.60, 0.60
	-0.13,-0.1
	

	time
	0.08, 0.15
	0.10, 0.09
	0.04, 0.01
	0.21, 0.19
	0.22, 0.23
	
	time
	0.27, 0.28
	0.06, 0.07
	-0.48,-0.49
	0.25,0.24
	-0.18,-0.12


CFA (n1=328,n2=72)





    LAT(n1=508, n2=322)

	
	gdp
	open
	inf
	gcf
	rerv
	
	
	gdp
	open
	inf
	gcf
	Rerv

	open
	-0.19, 0.40
	
	
	
	
	
	open
	-0.74,-0.46
	
	
	
	

	inf
	-0.18,-0.70
	-0.04,-0.27
	
	
	
	
	inf
	0.36, 0.11
	-0.30,-0.05
	
	
	

	gcf
	-0.30,-0.54
	0.52, 0.10
	0.17,0.53
	
	
	
	gcf
	-0.06,-0.23
	0.06, 0.26
	-0.10, 0.05
	
	

	rerv
	-0.03,-0.49
	-0.01,-0.30
	0.44,0.55
	0.05, 0.16
	
	
	rerv
	0.27,-0.13
	-0.09, 0.35
	0.48, 0.38
	-0.07,0.05
	

	time
	0.14, 0.18
	0.08, 0.18
	0.16,0.08
	-0.08,-0-25
	0.45,-0.00
	
	time
	0.21, 0.21
	-0.02, 0.12
	0.07, 0.09
	-0.05, 0.05
	0.03,0.047


EAP (n1=209,n2=155)

	
	gdp
	open
	inf
	gcf
	rerv

	open
	-0.33,-0.30
	
	
	
	

	inf
	-0.29,-0.15
	-0.07,-0.19
	
	
	

	gcf
	-0.21,-0.39
	0.56, 0.69
	-0.06,-0.08
	
	

	rerv
	-0.30,-0.10
	-0.14,-0.27
	0.78, 0.70
	-0.10,-0.14
	

	time
	0.14, 0.20
	-0.02, 0.00
	0.21, 0.28
	0.15, 0.11
	0.17, 0.11


---------------------------------------------------------------------------------------------------------------------------------------

an1=full sample, n2=restricted sample.  The first entry in each column is obtained from n1 and the second entry from n2.

Table 2: Pooled Estimates*

	
	Full Sample
	Restricted Sample

	
	
	
	Random effect

	gdp
	0.23
	0.05
	0.01

	
	(16.5)
	(2.9)
	(0.3)

	open
	-0.00
	-0.00
	0.06

	
	(0.7)
	(0.6)
	(4.5)

	inf
	0.08
	0.04
	    0.02   0.06†

	
	(5.9)
	(2.5)
	(0.9)  (3.0)

	gcf
	0.00
	-0.00
	-0.08

	
	(0.6)
	(0.2)
	(3.0)

	rerv
	0.34
	0.45
	0.95

	
	(5.4)
	(4.4)
	(6.4)
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	0.51

(12.9)

	LL
	-1838.8
	-1272.6
	-1116.4

	LR
	617.3
	296.4
	382.59

	pseudo
[image: image27.wmf]2

R


	0.14
	0.10
	0.16

	LRTIME
	109.41
	199.59
	228

	LRREG
	457.20
	268.34
	236.96

	% predicted Fixed
	72.8
	51.8
	50.5

	% predicted Intermediate
	64.2
	68.3
	64.6

	% predicted Float
	14.3
	10.1
	16.4

	% predicted Total
	58.1
	48.5
	48.0

	n
	2063
	1320
	1320


----------------------------------

*The dependent variable is the probability of choosing a relatively flexible exchange rate regime.  The independent variables are: gdp=gross domestic product; open=openness; inf=inflation differential; gcf=gross capital flows; rerv=real exchange rate volatility.  Regressions are inclusive of time effects.  Full Sample contains countries with zero, one or more regime changes.  Restricted Sample excludes countries with no regime change.  Variables open, inf and gcf are scaled up by 10.  LRTIME is the likelihood ratio test statistics for time effects with 27.59 critical 
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c

value.  LRREG is the likelihood ratio test statistics for regional effects, with 33.92 critical
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c

value.  Figures in parentheses are absolute values of z-test statistics below coefficient estimates, and the Wald test statistics for random effects below the cross-correlation estimate 
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 with 3.84 critical
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c

value.

† excluding rerv.
Table 2a: EU and EU15 areas*

	
	EU
	EU15

	
	Full Sample
	Restricted sample
	Full Sample
	Restricted sample

	
	
	
	Random effects
	
	
	Random effects

	gdp
	0.25
	0.33
	0.38
	0.50
	0.64
	0.58

	
	(4.6)
	(5.6)
	(3.5)
	(4.3)
	(5.1)
	(2.1)

	open
	-0.11
	-0.02
	-0.06
	0.09
	0.14
	0.09

	
	(4.3)
	(0.6)
	(1.1)
	(1.8)
	(2.8)
	(0.9)

	inf
	-0.00  0.06†
	0.07
	0.05
	-0.05  0.61†
	-0.57   0.58†
	-0.84

	
	(0.2)  (2.3)
	(1.7)
	(1.1)
	(0.2)  (2.4)
	(1.5)   (1.9)
	(1.7)

	gcf
	0.08
	0.02
	-0.05
	-0.03
	-0.04
	-0.06

	
	(2.4)
	(0.4)
	(1.1)
	(0.6)
	(0.9)
	(1.0)

	rerv
	0.81
	-0.18
	-0.09
	10.09
	13.97
	13.68

	
	(5.1)
	(0.4)
	(0.2)
	(4.4)
	(5.1)
	(4.3)
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	0.28

(2.3)
	
	
	0.28

(1.9)

	LL
	-283.0
	-222.0
	-211.8
	-138.52
	-122.7
	-116.2

	LR
	137.8
	83.5
	54.95
	97.39
	104.9
	92.5

	pseudo
[image: image33.wmf]2

R


	0.20
	0.16
	0.11
	0.26
	0.30
	0.28

	LRTIME
	29.28**
	33.49**
	33.70**
	58.04**
	53.67**
	50.58**

	   % predicted Fixed
	32.5
	27.6
	26.5
	40.0
	72.0
	50.0

	% % predicted Intermediate
	74.2
	79.3
	72.7
	88.7
	90.4
	90.4

	% %predicted Float
	21.6
	12.9
	12.9
	28.0
	32.0
	28.0

	%predicted Total
	52.3
	53.8
	49.8
	70.4
	77.9
	71.6

	n
	356
	279
	279
	328
	190
	190


------------------------------------

See footnote to Table 2.  Regressions inclusive of time effects denoted by **.
† excluding rerv. 

Table 2b: CFA, LAC and EAP Areas*

	
	CFA
	EAP
	LAC

	
	Full Sample
	Restricted Sample
	Full Sample
	Restricted Sample
	Full Sample
	Restricted Sample

	
	
	
	Random Effects
	
	
	Random Effects
	
	
	Random Effects

	gdp
	0.61
	0.20
	0.20
	0.18
	0.21
	0.13
	0.31
	0.19
	0.24

	
	(6.0)
	(1.2)
	(1.2)
	(4.0)
	(3.7)
	(1.8)
	(6.8)
	(3.5)
	(2.4)

	open
	-0.12
	0.29
	0.29
	-0.03
	-0.04
	-0.04
	0.01  0.04††
	0.05
	0.08

	
	(2.1)
	(2.2)
	(2.2)
	(2.4)
	(2.6)
	(2.3)
	(0.6)  (1.9)
	(1.9)
	(1.9)

	inf
	0.60
	0.21  0.03†
	0.21  0.30†
	0.11
	0.45
	-0.06
	0.10
	0.01 0.10†
	0.01  0.11†

	
	(6.8)
	(1.4)  (2.2)
	(1.4)  (2.2)
	(1.2)
	(3.1)
	(0.3)
	(2.7)
	(0.2) (2.7)
	(0.3)  (2.8)

	gcf
	0.20
	0.32
	0.32
	0.02
	0.28
	0.13  0.24‡
	-0.08
	0.04
	0.14

	
	(1.9)
	(1.1)
	(1.1)
	(0.4)
	(3.0)
	(1.2)  (2.8)   
	(2.1)
	(0.4)
	(1.3)

	rerv
	-0.10   0.98††
	1.80
	1.8
	-0.01
	-0.78
	1.41
	1.35
	1.46
	1.73

	
	(0.3)   (3.0)
	(2.1)
	(2.1)
	(0.0)
	(1.6)
	(2.1)
	(5.8)
	(4.7)
	(4.9)
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	0.52

(3.5)
	
	
	0.60

(9.4)
	
	
	0.22

(2.7)

	LL
	-111.3
	-57.4
	-54.4
	-190.7
	-147.0
	-100.4
	-375.6
	-274.5
	-263.0

	LR
	86.69
	12.92
	14.93
	74.8
	30.1
	62.9
	294.18
	150.6
	158.1
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	0.28
	0.10
	0.12
	0.16
	0.09
	0.24
	0.28
	0.22
	0.23

	LRTIME
	14.72
	13.15
	15.05
	29.15**
	16.79
	31.98**
	52.21**
	89.33**
	79.50**

	% predicted Fixed
	95.0
	16.7
	29.2
	49.2
	32.0
	24.0
	91.5
	70.5
	68.2

	% predicted Inter
	14.3
	90.5
	85.7
	71.6
	82.2
	82.2
	61.0
	62.8
	66.7

	% predicted Float
	0.0
	0.0
	0.0
	35.8
	6.3
	31.3
	29.5
	46.7
	43.8

	% predicted Total
	82.9
	58.3
	59.7
	53.6
	50.3
	52.9
	69.7
	59.6
	59.6

	n
	328
	72
	72
	209
	155
	155
	508
	322
	322


----------------------------------

* See footnote to Table 2.  Regressions inclusive of time effects denoted by **, except CFA (columns 1to 3) and in EAP restricted sample with no random effects (column 5).  LRTIME statistics are computed from regressions inclusive of time effects. 
† Excluding rerv
†† Excluding inf.

‡ Excluding open.
Table 3: Sample Analysis*

	
	Pooled
	EU
	LAC
	EAP

	
	RS
	RSP
	RSF
	RSI
	RS
	RSP
	RSF
	RSI
	RS
	RSP
	RSF
	RSI
	RS
	RSP
	RSF
	RSI

	gdp
	0.05

(2.9)
	0.22

(13.6)
	0.10

(5.7)
	0.05

(2.8)
	0.33

(5.6)
	0.34

(5.8)
	0.25

(4.4)
	0.33

(5.6)
	0.19

(3.5)
	0.29

(6.4)
	0.20

(3.6)
	0.19

(3.5)
	0.16

(2.5)
	0.17

(3.3)
	0.16

(3.0)
	0.15

(2.6)

	open
	-0.00

(0.6)
	-0.00

(0.6)
	-0.01

(1.3)
	-0.00

(0.4)
	-0.02

(0.6)
	-0.05

(1.8)
	-0.07

(2.2)
	-0.02

(0.8)
	0.05

(1.9)
	0.02

(0.8)
	0.04

(1.7)
	0.16

(0.8)
	-0.04

(2.6)
	-0.02

(1.4)
	-0.05

(3.5)
	-0.04

(2.7)

	inf
	0.04

(2.5)
	0.11

(7.3)
	0.28

(1.8)
	0.03

(2.3)
	0.07

(1.7)
	0.05

(1.6)
	-0.00

(0.0)
	0.07

(1.9)
	0.01

(0.2)
	0.09

(2.5)
	0.01

(0.2)
	0.09

(2.5)
	0.30

(1.9)
	0.26

(1.8)
	0.19

(1.6)
	0.21

(1.8)

	gcf
	-0.00

(0.2)
	-0.02

(1.2)
	0.01

(0.0)
	-0.01

(0.1)
	0.02

(0.4)
	0.03

(0.9)
	0.07

(1.9)
	0.01

(0.2)
	0.04

(0.4)
	-0.02

(2.5)
	0.05

(0.5)
	-0.04

(0.8)
	0.22

(2.2)
	0.01

(0.2)
	0.24

(2.4)
	0.23

(2.3)

	rerv
	0.45

(4.4)
	0.19

(2.5)
	0.53

(6.0)
	0.40

(4.2)
	-0.18

(0.4)
	-0.31

(1.0)
	1.07

(4.9)
	-0.26

(0.6)
	1.46

(4.7)
	1.46

(6.0)
	1.40

(4.6)
	1.20

(4.3)
	-0.62

(1.2)
	-0.36

(0.7)
	-0.19

(0.4)
	-0.49

(1.0)

	LR
	296.4
	487.7
	344.0
	295.8
	84.5
	118.2
	105.2
	88.0
	150.6
	284.8
	154.1
	147.0
	46.9
	55.8
	61.9
	48.2

	Pseudo
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	0.10
	0.13
	0.11
	0.10
	0.16
	0.21
	0.17
	0.16
	0.21
	0.28
	0.22
	0.21
	0.09
	0.16
	0.15
	0.14

	N
	1320
	1844
	1428
	1431
	279
	304
	299
	311
	322
	494
	329
	329
	155
	166
	190
	163


-----------------------------------------------------------------------------------

*RS correspond to samples consisting of restricted sample (countries with at least two regime changes); RSP=RS plus pure pegs; RSF=RS plus pure floats; RSI=RS plus intermediates.  

Table 4: Comparison of de facto classification with de jure classification of regimes*

Sample: 1990-1999

	
	Full Sample 
	Restricted sample

	
	
	
	Random Effects

	
	de jure
	de facto
	de jure
	de facto
	de jure
	de facto

	gdp
	0.17

(10.1)
	0.17

(10.0)
	-0.04

(1.7)
	-0.10

(3.9)
	-0.03

(0.5)
	-0.16

(2.6)

	open
	-0.02

(2.2)
	-0.02

(2.1)
	-0.01

(0.6)
	-0.01

(1.1)
	0.02

(1.3)
	-0.00

(0.1)

	inf
	0.07

(4.4)
	0.03

(2.6)
	0.02

(1.0)
	-0.03

(1.6)
	0.00

(0.1)
	-0.02

(0.6)

	gcf
	0.01

(1.0)
	-0.00

(0.2)
	-0.06

(2.1)
	-0.10

(3.2)
	-0.10

(2.3)
	-0.15

(3.1)

	rerv
	0.24

(3.7)
	0.08

(2.0)
	0.29

(2.6)
	0.08

(1.9)
	0.61

(3.5)
	0.14

(1.5)

	LL
	-1255.15
	-1168.83
	-805.56
	-536.73
	-686.10
	-420.25

	LR
	214.18
	164.52
	72.58
	54.39
	100.97
	60.41

	Pseudo
[image: image37.wmf]2
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	0.08
	0.07
	0.04
	0.05
	0.07
	0.07

	%predicted         Fixed
	46.56
	0.00
	1.88
	0.55
	1.66
	0.00

	% predicted Intermediate
	78.10
	93.66
	89.29
	98.49
	90.63
	94.56

	% predicted Float       
	13.13
	9.09
	17.04
	5.82
	17.45
	12.73

	% predicted

Total
	47.36
	42.57
	35.02
	43.58
	44.60
	44.22

	N
	1248
	1248
	787
	787
	787
	787


     ------------------------------

     * See footnote to Table 2.  Regression results inclusive of time effects.

[image: image38.wmf]Figure 1a: Annual averages of variables by currency zones*
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� The latest IMF classification (1999) adopts a more detailed categorization of regimes: 1) Exchange arrangement with no separate legal tender, 2) Currency board arrangement, 3) Conventional pegged arrangement, 4) Pegged exchange rate within horizontal bands, 5) Crawling peg, 6) Crawling band, 7) Managed floating with no pre-announced path for the exchange rate, 8) Independently floating.  In our analysis, we group regimes 1 to 3 under “Fixed”, 4 to 7 under “Intermediate”, and 8 as “Float”. 


� For different ways of categorizing the exchange rate regimes, see for example Levy-Yeyati and Sturzengger, (2003), Calvo and Reinhart (2002), Bubula and Otker-Robe (2002) and Reinhart and Rogoff (2003).


� See Juhn and Mauro (2002) for a comprehensive survey of the literature on OCA models of exchange rate regimes.


� See Kato and Uctum (2005).


� See Edwards (1992) for an assessment of this theory in developing countries.  


� �EMBED Equation.3���, and the cross-period correlation of �EMBED Equation.3��� is : �EMBED Equation.3��� if �EMBED Equation.3���.  If the random effects exists, �EMBED Equation.3��� and �EMBED Equation.3��� are correlated within a group, but not correlated across groups.  If the effects are not significant, �EMBED Equation.3��� and �EMBED Equation.3���, which indicates there is no cross-period correlation with respect to �EMBED Equation.3���.  To test  for random effects, we examine the statistical significance of�EMBED Equation.3���, using the Wald test statistics (�EMBED Equation.3���).  If �EMBED Equation.3���> �EMBED Equation.3���critical value (3.84 for a 95% critical level), we can reject the null of �EMBED Equation.3��� (Greene, 2000).


� The 0 % prediction rate for floating regime in the CFA area is due to small number of outcomes in this category and is a common feature in these models.
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