Multivariate Models I: 
Cointegration and Error Correction Models
Historically, econometricians used various approaches to estimate and forecast.

1. Specific to general approach

This was the earliest methodology.  Econometricians estimated large models assuming that some variables were exogenous (or predetermined) and affected the endogenous variables –Cowles Foundation approach--  The estimates were interpreted as the multipliers (static or dynamic) representing the reaction of the economic variables (endogenous) to policy variables (exogenous).  Restrictions on equations were imposed based on theoretical assumptions.  If the estimation rejected the model then the model was deemed inappropriate and therefore modified.  This was an approach that went from specific to general.  
· Sims (1980): endogeneity of the policy variables.  

· Lucas critique: assumption of coefficient constancy.   

Then came the Hendry approach of :

2. General to specific.  It consists of specifying a general model that can nest several special cases.  It should be general enough that the error terms are homoscedastic.  Once this is achieved then the researcher proceeds to eliminate the insignificant variables, while at each step checking that the error terms are white noise and homoscedastic.  This process continues until variables cannot be eliminated.  This approach also has its problems, not withstanding the Sims and Lucas critiques.  Elimination of variables is subjective and depends on the assessment by the researcher. In many instances, it is difficult to establish a general model.

The conceptual difficulties with general models led to a wide adoption of the: 
3. Cointegration approach and VAR models:
Most economic theory is based on equilibrium models which require the economy to get back to an equilibrium relation in the LR.  This relation imposes the condition that none of the dependent or independent variables can wander away from each other for an extended period of time, implying that the error term associated with the corresponding equilibrium relation has to be white noise.

More generally consider a model
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of the model.

The system is in LR equilibrium when 
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  so we can define

· 
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= the deviation from equilibrium.  Thus the LR (or static) equilibrium requires the deviation to be stationary (not to grow over time), to be I(0).  

· The vector of coefficients, 
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 = cointegrating vector.  
Cointegration (Engle and Granger, 1987, Engle and Yoo, 1987, 91, Phillips and Ouliaris, 1990, Stock and Watson, 1988, Phillips, 1991)
The idea is to look for linear combinations of variables that remove the common trend and make the combination I(0).  For instance in the case of two variables 
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such that there is no unit root in the relation between the two variables and 
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 is I(0)?  This is the LR equilibrium that acts as “attractor” towards which the sytem converges when there is a divergence from it due to nonstationarity (caused by stochastic trends).
You cannot infer cointegration from visual inspection.
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The series on top left are cointegrated while the ones on top right are not.  (lower panels show the first differences).  So, we need formal tests to see whether there is a cointegration relation between variables.  
Definition:
The components of the vector are cointegrated of the order (d) if they have a linear combination, which is integrated of order d-b.  We then say that x is cointegrated: 
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The process 
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The initial studies were in a bivariate system with I(1) variables.  They estimate the cointegrating vector by regressing 
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 with OLS and testing with ADF if the residuals of this regression are stationary.  = Residual based cointegration tests.  It was shown that the critical values from DF or ADF do not apply and the correct critical values should be obtained from Engle and Yoo (1987), Phillips and Ouliaris (1990), Phillips Perron (1988).  The null is no cointegration. 
Examples:

1. PPP model:  
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 (P,P*=domestic, foreign price indices, S=$/foreign currency)
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If the equilibrium error is stationary, then the vector 
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 is cointegrated, 
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2. Efficient market hypothesis -Unbiased forward rate model: 
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 (S=spot rate, F=forward rate).
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: one period forward exchange rate=spot rate expected in one period ahead (efficiency in the FX market).
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: the spot rate one period from now is equal to its expected value at time t plus the forecast error.  Rational expectations imply that the conditional mean is zero (the forecasts are correct on average).
Thus 
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If the equilibrium error is stationary (rational expectations hold), 
[image: image29.wmf])

,

(

1

t

t

t

f

s

x

+

=

is cointegrated, with a cointegrating vector 
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3. QTM: MV=PQ

[image: image31.wmf]t

t

t

t

t

u

Q

d

P

d

V

d

M

d

+

+

+

=

ln

ln

ln

ln

3

2

1

a

a

a


If u~I(0) and all variables I(1) then the cointegrating vector 
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Application
File: ecm.wf, consider the series lc and ly.  Show that they are I(1) and that they have a linear combination that is I(0).
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unit root tests for lc and ly:

	Null Hypothesis: LC has a unit root
	

	Exogenous: Constant
	
	

	Lag Length: 1 (Automatic based on SIC, MAXLAG=14)

	
	
	
	
	

	
	
	
	
	

	
	
	
	t-Statistic
	  Prob.*

	
	
	
	
	

	
	
	
	
	

	Augmented Dickey-Fuller test statistic
	-0.840421
	 0.8050

	Test critical values:
	1% level
	
	-3.463405
	

	
	5% level
	
	-2.875972
	

	
	10% level
	
	-2.574541
	

	
	
	
	
	

	
	
	
	
	

	*MacKinnon (1996) one-sided p-values.
	

	
	
	
	
	

	
	
	
	
	

	Augmented Dickey-Fuller Test Equation
	

	Dependent Variable: D(LC)
	
	

	Method: Least Squares
	
	

	Date: 03/14/07   Time: 20:43
	
	

	Sample (adjusted): 3 200
	
	

	Included observations: 198 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LC(-1)
	-0.005124
	0.006097
	-0.840421
	0.4017

	D(LC(-1))
	0.448562
	0.064223
	6.984464
	0.0000

	C
	0.000188
	0.000315
	0.598594
	0.5501

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.200418
	    Mean dependent var
	0.000296

	Adjusted R-squared
	0.192217
	    S.D. dependent var
	0.004897

	S.E. of regression
	0.004401
	    Akaike info criterion
	-7.998941

	Sum squared resid
	0.003777
	    Schwarz criterion
	-7.949118

	Log likelihood
	794.8951
	    F-statistic
	24.43868

	Durbin-Watson stat
	2.117982
	    Prob(F-statistic)
	0.000000


	Null Hypothesis: LY has a unit root
	

	Exogenous: Constant
	
	

	Lag Length: 1 (Automatic based on SIC, MAXLAG=14)

	
	
	
	
	

	
	
	
	
	

	
	
	
	t-Statistic
	  Prob.*

	
	
	
	
	

	
	
	
	
	

	Augmented Dickey-Fuller test statistic
	-1.418532
	 0.5726

	Test critical values:
	1% level
	
	-3.463405
	

	
	5% level
	
	-2.875972
	

	
	10% level
	
	-2.574541
	

	
	
	
	
	



2. Check the UR for the 1st difference.  If the null is rejected then it is I(1)

	Null Hypothesis: D(LY) has a unit root

	Exogenous: Constant
	

	Lag Length: 0 (Automatic based on SIC, MAXLAG=14)

	
	
	
	

	
	
	
	

	
	
	
	t-Statistic

	
	
	
	

	
	
	
	

	Augmented Dickey-Fuller test statistic
	-11.85277

	Test critical values:
	1% level
	
	-3.463405

	
	5% level
	
	-2.875972

	
	10% level
	
	-2.574541


	Null Hypothesis: D(LC) has a unit root
	

	Exogenous: Constant
	
	

	Lag Length: 0 (Automatic based on SIC, MAXLAG=14)

	
	
	
	
	

	
	
	
	
	

	
	
	
	t-Statistic
	  Prob.*

	
	
	
	
	

	
	
	
	
	

	Augmented Dickey-Fuller test statistic
	-8.682421
	 0.0000

	Test critical values:
	1% level
	
	-3.463405
	

	
	5% level
	
	-2.875972
	

	
	10% level
	
	-2.574541
	

	
	
	
	
	

	
	
	
	
	


Both variables have a (common) stochastic trend. We want to see if there is a linear combination of these two variables that does not have a stochastic trend, i.e. they are cointegrated.  One simple way is to see if the residual from the cointegrating relation is stationary.  

For this:

Write a simple program in Eviews that runs the regression lc on ly, save the residual.  

File-new-program

Then type:

smpl @all

ls lc c ly

series res=resid

plot res

	Dependent Variable: LC
	
	

	Method: Least Squares
	
	

	Date: 03/14/07   Time: 22:12
	
	

	Sample: 1 200
	
	

	Included observations: 200
	
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	-0.000811
	0.001069
	-0.758787
	0.4489

	LY
	0.901517
	0.019476
	46.28953
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.915411
	    Mean dependent var
	0.005155

	Adjusted R-squared
	0.914983
	    S.D. dependent var
	0.051460

	S.E. of regression
	0.015005
	    Akaike info criterion
	-5.550970

	Sum squared resid
	0.044577
	    Schwarz criterion
	-5.517986

	Log likelihood
	557.0970
	    F-statistic
	2142.721

	Durbin-Watson stat
	0.260047
	    Prob(F-statistic)
	0.000000


	Null Hypothesis: RES has a unit root
	

	Exogenous: Constant
	
	

	Lag Length: 0 (Automatic based on SIC, MAXLAG=14)

	
	
	
	
	

	
	
	
	
	

	
	
	
	t-Statistic
	  Prob.*

	
	
	
	
	

	
	
	
	
	

	Augmented Dickey-Fuller test statistic
	-3.667909
	 0.0053

	Test critical values:
	1% level
	
	-3.463235
	

	
	5% level
	
	-2.875898
	

	
	10% level
	
	-2.574501
	



Verify that the result holds with PP:
	Bandwidth: 4 (Newey-West using Bartlett kernel)

	
	
	
	
	

	
	
	
	
	

	
	
	
	Adj. t-Stat
	  Prob.*

	
	
	
	
	

	
	
	
	
	

	Phillips-Perron test statistic
	-3.675153
	 0.0052

	Test critical values:
	1% level
	
	-3.463235
	

	
	5% level
	
	-2.875898
	

	
	10% level
	
	-2.574501
	


Cointegration refers to LR relation.  Often we are interested in the SR dynamics and convergence to the LR.  So we need a richer model that incorporates both.
Short-run dynamics, LR equilibrium and Error Correction
Consider the dynamic model:
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where y, x ~ I(1) and e ~ I(0).

This can be a consumption model where y=consumption and x=income.

We can reparameterize this equation in several ways:
1. LR and SR multipliers
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  and the LR solution is 
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or 
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  ---the cointegrating relation. 


-- 
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 = the LR multiplier of 
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-- Cointegrating vector = 
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If 
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then y and x must have the same stochastic trend, otherwise e would not be I(0).
2. Error Correction Model 
Subtract 
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   ---The Error Correction Model (ECM).

It shows how
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.  Note that the LR equilibrium derived in (1.) is now nested in the dynamic model.  The ECM model thus shows that the growth rate in y is explained by the growth rate in x and past disequilibrium between these variables.

· 
[image: image50.wmf]1

1

-

-

=

t

t

y

x

q

 or 
[image: image51.wmf]y

x

=

q

, is the LR equilibrium value of y.  Thus, if 
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· 
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The higher is 
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, the faster is the adjustment to new equilibrium because the faster it takes for the error to disappear.

The error correction specification requires that the variables are I(1) and cointegrated.  Then their first difference is I(0), and the ECM term is I(0), hence the error term is stationary.  Thus the spurious equation situation will no longer exist since all stochastic trends disappear.
More generally:
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If 
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, there is no ECM.  It is a first difference model.

Thus the procedure is:

1. Test the order of integration for the variables.  

· If they are stationary then use any standard estimation technique, but not ECM.

· If they are integrated of different orders, then look for cointegration between subsets and proceed to the next step.

· If they are I(1) then proceed to the next step.

2. Estimate the LR equilibrium relationship.  Check that the residual is stationary.

3. Estimate the ECM where the lagged residual from step 2 is used as the error correction term.  Determine the lags using the AIC or SBC; check if there is a drift term, intercept, and if the residual is stationary (if not you can increase the lag number).
Application:

Estimate an ECM model for lc and ly:

A. Single equation:

· We already verified that both series are nonstationary and the residual based test does not reject cointegration.
· Estimate ls dlc c res(-1) dlc(-1) dly dly(-1) (determine the #lags with an info structure.  Suppose the optimal lag is 2
	Dependent Variable: DLC
	
	

	Method: Least Squares
	
	

	Date: 10/10/07   Time: 11:35
	
	

	Sample (adjusted): 4 200
	
	

	Included observations: 197 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	0.000250
	0.000275
	0.909167
	0.3644

	RES(-1)
	-0.166095
	0.028220
	-5.885724
	0.0000

	DLC(-1)
	0.061569
	0.079966
	0.769945
	0.4423

	DLC(-2)
	0.033697
	0.075317
	0.447404
	0.6551

	DLY(-1)
	0.068351
	0.037406
	1.827281
	0.0692

	DLY(-2)
	-0.024103
	0.034582
	-0.696979
	0.4867

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.401222
	    Mean dependent var
	0.000305

	Adjusted R-squared
	0.385548
	    S.D. dependent var
	0.004908

	S.E. of regression
	0.003847
	    Akaike info criterion
	-8.253069

	Sum squared resid
	0.002827
	    Schwarz criterion
	-8.153073

	Log likelihood
	818.9273
	    F-statistic
	25.59665

	Durbin-Watson stat
	2.004604
	    Prob(F-statistic)
	0.000000





B. 
Using Eviews ECM command

The new Eviews estimates the equation using a VAR framework (more on this later):

1. Test the number of cointegrating relations.  In our case it can be 1 max.

In general, if you have more than two variables, to determine the # CI vectors: Highlight the series—right click—open as a group—view-cointegration test—Johansen cointegration test (accept the proposed specification for the time being–more on this later-)

2. From the Group Window-proc-make VAR-click VEC.  Or if you know the number of CI vectors as in our case, start from: 

Higlight the series-right click-open-as VAR-VEC
3. Choose lag intervals for the AR terms (1-2-or more depending on choice criteria)-OK-

4. On the Cointegration tab, specify the number of CI vectors (1 here) and the CI model (constant, trend,..etc) in the CE (cointegration equation) and the VAR.

5. Impose restrictions on coefficients if you have priors (more on this later).  The default is that the program normalizes the first variable.

Ignore for the time being the VAR aspect and, just look at the results of the model with D(LC)
	 Vector Error Correction Estimates

	 Date: 03/15/07   Time: 10:35

	 Sample (adjusted): 4 200

	 Included observations: 197 after adjustments

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	

	
	
	

	Cointegrating Eq: 
	CointEq1
	

	
	
	

	
	
	

	LC(-1)
	 1.000000
	

	
	
	

	LY(-1)
	-0.999571
	

	
	 (0.02427)
	

	
	[-41.1783]
	

	
	
	

	C
	 0.001521
	

	
	
	

	
	
	

	Error Correction:
	D(LC)
	D(LY)

	
	
	

	
	
	

	CointEq1
	-0.186191
	-0.085580

	
	 (0.02859)
	 (0.07555)

	
	[-6.51342]
	[-1.13272]

	
	
	

	D(LC(-1))
	 0.008294
	-0.027873

	
	 (0.08024)
	 (0.21209)

	
	[ 0.10336]
	[-0.13142]

	
	
	

	D(LC(-2))
	-0.031979
	-0.170432

	
	 (0.07716)
	 (0.20393)

	
	[-0.41446]
	[-0.83575]

	
	
	

	D(LY(-1))
	 0.057086
	 0.123340

	
	 (0.03695)
	 (0.09765)

	
	[ 1.54504]
	[ 1.26303]

	
	
	

	D(LY(-2))
	-0.021531
	-0.120524

	
	 (0.03376)
	 (0.08923)

	
	[-0.63777]
	[-1.35076]

	
	
	

	C
	 0.000301
	 0.000316

	
	 (0.00027)
	 (0.00072)

	
	[ 1.11059]
	[ 0.44105]

	
	
	

	
	
	

	 R-squared
	 0.421187
	 0.046931

	 Adj. R-squared
	 0.406035
	 0.021981

	 Sum sq. resides
	 0.002732
	 0.019088

	 S.E. equation
	 0.003782
	 0.009997

	 F-statistic
	 27.79713
	 1.881032

	 Log likelihood
	 822.2675
	 630.7984

	 Akaike AIC
	-8.286979
	-6.343131

	 Schwarz SC
	-8.186983
	-6.243135

	 Mean dependent
	 0.000305
	 0.000261

	 S.D. dependent
	 0.004908
	 0.010108

	
	
	

	
	
	

	 Determinant resid covariance (dof adj.)
	 8.76E-10

	 Determinant resid covariance
	 8.24E-10

	 Log likelihood
	 1501.270

	 Akaike information criterion
	-15.09918

	 Schwarz criterion
	-14.86586


Single equation results:

CI relation:
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ECM: 
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First equation from VAR Results
CI relation:
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ECM: 
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Problems with the single equation approach:

When there are more than one explanatory variable, there may be more than one cointegration vector.  For each vector, we must build error correction models for each of these variables.  We must thus use a VAR analysis ---Johansen (1988).
In a VAR, each variable is expressed by its own lagged values and the lagged values of all the other variables in the system.  In a cointegrated VAR (CVAR), also included is the cointegrating vectors that pull the system towards equilibrium.
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