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Abstract

We consider the EPDiff equation on Rn with the integer-order homogeneous Sobolev inertia operator
A = (−∆)k. We prove that for arbitrary radial initial data and a sign condition on the initial momentum,
the corresponding radial velocity solution has C1 norm that blows up in finite time whenever 0 ≤ k <
n/2 + 1. Our approach is to use Lagrangian coordinates to formulate EPDiff as an ODE on a Banach
space, enabling us to use a comparison estimate with the Liouville equation. Along the way we derive
the Green function in terms of hypergeometric functions and discuss their properties. This is a step
toward proving the general conjecture that the EPDiff equation is globally well-posed for any Sobolev
inertia operator of any real order k if and only if k ≥ n/2 + 1.
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1 Introduction
The EPDiff equation: We are interested in a family of non-linear PDEs, referred to as the EPDiff equa-
tion, which are given by

Ωt +∇UΩ + (∇U)TΩ + div(U)Ω = 0, Ω = AU, (1)

where U : [0, T ) × Rn → Rn is a time-dependent vector field, A is an L2 symmetric, continuous linear
operator, called the inertia operator, and Ω is often regarded as the momentum. This family of equations
first arose in the context of the Camassa-Holm equation [14], which corresponds to the order-one Sobolev
inertia operator A = 1−∆; see [31, 32, 40]. More generally, it encompasses many classic one-dimensional
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fluid models, such as Burgers’, the modified Constantin-Lax-Majda [19, 43], and the Hunter-Saxton equa-
tion [33]. It can thereby be viewed as an n-dimensional generalization of these fluid equations. More-
over, EPDiff admits a geometric interpretation as an Euler-Arnold equation [3]: it can be realized as the
geodesic equation of a right-invariant Riemannian metric on the group of diffeomorphisms; such equa-
tions are also called Euler-Poincaré equations, which is how EPDiff acquired its name. The interest in the
EPDiff equations is thus further driven by the fundamental role that right-invariant Sobolev metrics on dif-
feomorphism groups play in template matching and shape analysis [20, 48, 6], particularly in the LDDMM
framework [12]: in the spirit of Grenander’s pattern theory [28] this approach represents the differences
between shapes as optimal diffeomorphisms between objects, where optimality is measured precisely with
respect to a right-invariant metric on the diffeomorphism group. The EPDiff equation thereby arises as the
first-order optimality condition. In this context it is also referred to as the template matching equation [30].

Known results on well-posedness and blowup of solutions: Since its introduction by Holm and
Marsden at the turn of the century [31], much effort has been dedicated to studying local and global well-
posedness of the EPDiff equation. These investigations largely rest on the seminal ideas of Ebin and Marsden
[22] who famously used Arnold’s geometric framework [2] to prove local well-posedness of the incompress-
ible Euler equations. Using similar methods, the local well-posedness of the EPDiff equation has been estab-
lished in a quite general setting: assuming that the inertia operator is a pseudo-differential operator of order
2k, local well-posedness has been shown for k ≥ 1

2 , regardless of the dimension n; see [27, 41, 24, 7, 4, 46].
Under stronger assumptions on the order k, namely when k > n/2+1, then global well-posedness of EPDiff
has been shown; see e.g., the work of Escher, Kolev, Michor, Mumford, and others [13, 23, 42, 41, 7, 8, 22].
For n = 1 the global existence has been extended to k = 3

2 = n
2 + 1, see [45, 10].

This raises the question on the existence of breakdown of solutions for EPDiff with an inertia operator of
lower order (below the critical index n/2 + 1). Due to the aforementioned connections to one-dimensional
fluid models this has been studied in detail in dimension one for the inertia operator A = (σ − ∆)k with
σ ∈ {0, 1} and k ∈ {0, 1}: when k = 0, then the one-dimensional EPDiff equation reduces to the inviscid
Burgers’ equation, for which breakdown is well-known; for σ = 0 and k = 1/2 this corresponds to the mod-
ified Constantin-Lax-Majda for which blowup is known [15, 9, 45]; for k = 1 and σ = 0, this corresponds to
the Hunter-Saxton equation, for which one can obtain an explicit solution formula [34, 5] that leads to a di-
rect proof of breakdown; see also [47]; finally, for k = 1 and σ = 1, this gives the Camassa-Holm equation,
for which breakdown is long known [14, 18]; see also the work of McKean [38], who obtained the complete
picture of the breakdown mechanism for this equation. Combining these blowup results with the previ-
ously discussed global existence results, one obtains a complete characterization of global well-posedness
(existence of blowup, resp.) for EPDiff with integer-order inertia operator in dimension one.

In higher dimensions, the investigation of solution breakdown for the EPDiff equation was only explored
much more recently by Chae and Liu [16], where they confirmed breakdown for the higher-dimensional
Burgers’ equation. Shortly after, breakdown for the higher-dimensional Camassa-Holm equation, corre-
sponding to k = 1, was established by Li, Yu, and Zhai [35]. In their work they showed that the one-
dimensional breakdown mechanism can be adapted to radial solutions in higher dimensions. Here, we
emphasize that both of these results have in common, that already the one-dimensional equation admits
solutions that break down. In our recent work [11] we have shown that the EPDiff equation corresponding
to A = (σ − ∆)2 in dimension n ≥ 3 breaks down in finite time, in both the homogeneous (σ = 0) and
the nonhomogeneous (σ = 1) cases. This was the first instance where the breakdown is a purely higher-
dimensional phenomenon, i.e., the one-dimensional equation for k = 2 exists globally in time.

Summarizing the previous paragraphs, the known cases here are: global well-posedness for any real
k > n/2 + 1 and any n when σ > 0 and for k = 3/2 when n = 1. Solution breakdown has been obtained
for any σ ≥ 0 for k ∈ {0, 1} and any n; for k = 2 and n ≥ 3; and k = 1

2 when n = 1. As a consequence of
these results it has been conjectured that the index k = n

2 + 1 is indeed critical for this property, i.e.:
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Conjecture 1. Let A be an elliptic pseudo differential operator of order 2k acting on C∞(Rn,Rn), that
is symmetric and positive w.r.t. the L2-inner product. Then the corresponding EPDiff equation is globally
well-posed for all smooth initial data u0 if and only if k ≥ n/2 + 1.

Note that the particular case A = (σ − ∆)k with k < n
2 + 1 in the above conjecture remains open in

most cases. The objective of the present paper is to add further evidence for this conjecture by proving new
solution breakdown results.

Main Contributions: The main result of the present article is the following theorem, which establishes
blowup for the homogenous inertia operator A = (−∆)k for any integer k below the critical threshold:

Theorem (Theorem 12 in Section 4). Let k be an integer with 0 ≤ k < n/2 + 1. Then there is radial initial
data u0 ∈ H∞(Rn,Rn) such that the corresponding radial solution to the n-dimensional EPDiff equation
(1) with the homogeneous Sobolev inertia operator A = (−∆)k has C1 norm that blows up in finite time.

This result will be established using a refinement of the approach developed in our previous paper [11],
see Theorem 7. In this theorem, we derive conditions on the Green function δ of the solution toA(u(r)∂r) =
ω(r)∂r that imply C1 blow-up of the radial velocity field u. Note that this theorem is a modified version
of Theorem B in [11] with hypotheses that are less restrictive and at the same time easier to verify. In the
same part, Section 3.2, we also present a second breakdown criteria for solutions to EPDiff based on re-
ducing the dimension to the smallest dimension in which breakdown occurs. This provides, for example,
simple proofs of breakdown to the higher-dimensional Burgers’, Hunter-Saxton, and modified Constantin-
Lax-Majda equations; see Corollary 10. Lastly, Section 4 is devoted to the proof of our main result stated
previously, namely the breakdown of solutions to EPDiff with the homogeneous Sobolev inertia operator.
For this we will need several results on hypergeometric functions and an expression for the Green function
of the operator A = (−∆)k.

Future Directions: Building on the findings of this paper, two immediate directions for future research
emerge: extensions of the breakdown results to non-integer k on the one hand and to the non-homogenous
inertia operator A = (1 − ∆)k on the other hand. These endeavors come with a new set of difficulties on
which we will briefly comment in Section 4.4.

Acknowledgements and Data availability statement: MB and JV were partially funded by BSF
grant 2022076. MB was partially funded by NSF grant CISE 2426549. Data sharing not applicable to this
article as no datasets were generated or analysed during the current study.

2 Background
In this section, we describe the essential background material for the results of this article. In particular, we
recall the setting in which the EPDiff equation is an Euler-Arnold equation, along with the conservation law
associated with this equation.

2.1 The EPDiff equation as an Euler-Arnold equation

Following the presentation in [7], we recall the setting in which the EPDiff equation is an Euler-Arnold
equation on an appropriate diffeomorphism group. We consider the space of diffeomorphisms that differ
from the identity by a smooth Sobolev function, namely

Diff(Rn) := {id + f | f ∈ H∞(Rn,Rn) and det(id + df) > 0},
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where
H∞(Rn,Rn) =

⋂
q≥0

Hq(Rn,Rn).

The space Diff(Rn) is a regular Fréchet Lie group with its Lie algebra being the space of H∞ vector fields,
which we identify with H∞(Rn,Rn), i.e. Te Diff(Rn) = XH∞(Rn) ∼= H∞(Rn,Rn) [29, 39]. To define
a right-invariant Riemannian metric on the diffeomorphism group, it suffices to prescribe an inner product
on the Lie algebra H∞(Rn,Rn). For this we introduce an L2-symmetric, positive-definite linear operator
A : H∞(Rn,Rn)→ H∞(Rn,Rn), called the inertia operator, which induces an inner product given at the
identity by

〈U1, U2〉A :=

∫
Rn

(AU1 · U2) dx, U1, U2 ∈ H∞(Rn,Rn).

This is then extended to a right-invariant Riemannian metric on the diffeomorphism group via right transla-
tions:

gAη (u, v) := 〈u ◦ η−1, v ◦ η−1〉A, u, v ∈ Tη Diff(Rn).

One may now define the kinetic energy of a path of diffeomorphisms η : [0, 1]→ Diff(Rn) via

E(η) =
1

2

∫ 1

0
gAη (η̇, η̇) dt.

Geodesics with respect to the Riemannian metric gAη are critical points of the kinetic energy E(η).
For a right-invariant metric on a Lie group, it is convenient to introduce the Eulerian velocity U(t, x) :=
∂tη(t, η−1(t, x)) ∈ H∞(Rn,Rn). Using this change of coordinates, the geodesic equation takes the form

∂tη(t, x) = U(t, η(t, x)), ∂tU(t, x) + ad>U(t,x) U(t, x) = 0, (2)

where adTU is the formal adjoint of the operator adU with respect to the inner product 〈. , .〉Hk . The first
order equation in U on the Lie algebra is called the Euler-Arnold equation. It was first derived for finite-
dimensional Lie groups by Poincaré [44] (hence the name EPDiff, for Euler-Poincaré equation on the diffeo-
morphism group), and was subsequently extended by Arnold [2] to the infinite-dimensional setting. Follow-
ing this approach, one can show that the EPDiff equation (1) is the Euler-Arnold equation on Diff(Rn) with
respect to the right-invariant metric induced by the inertia operatorA; see also [41, 7]. If η is the Lagrangian
flow of the vector field U , then

d

dt

(
Ad>η U

)
= Ad>η

(
Ut + ad>U U

)
,

from which one can see that the Euler-Arnold equation (2) implies the momentum conservation law

Ad>η(t) U(t) = U0, (3)

where U(0) = U0. This allows us to eliminate U(t) in (2) to get an equation directly on the diffeomorphism
group via

dη

dt
= U(t) ◦ η(t) = Ad>η(t)−1 U0 ◦ η(t), η(0) = id. (4)

If A is a sufficiently strong differential operator, then the right side of (4) is smooth as a function of η in
the Sobolev space Hs for sufficiently large s, and we can thereby prove local well-posedness using Picard
iteration for any fixed U0 ∈ Hs. When applied to the Euler equations for a perfect fluid (i.e. on the volume-
preserving diffeomorphism group), this technique is called the particle-trajectoy method in Majda-Bertozzi
[37]; see also [21, 9]. We shall apply this method to study global existence in the special case when U0 is a
smooth, purely radial vector field U0 = u0(r)∂r. We first check that radial initial data remains radial during
the time evolution of the EPDiff equation. Then we state the conservation law associated with the radial
EPDiff equation (5).
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Lemma 2 (Radial solutions). Let U0 be a purely radial vector field and suppose the inertia operator A
preserves radial vector fields. If U0 = u0(r)∂r is the initial velocity for a solution U(t, r) of the EPDiff
equation (1) defined on its maximal interval of existence J , then U = u(t, r)∂r is a radial velocity field for
each t ∈ J. Moreover, the radial function u satisfies the radial EPDiff equation

ωt + uωr + 2urω +
n− 1

r
uω = 0, AU = ω∂r. (5)

Proof. Substitute the radial solution U = u(t, r)∂r into (1) and use the fact that A preserves radial vector
fields.

Remark 3. Note that the vector Laplacian acts on radial vector fields by the formula

∆
(
u(r)∂r

)
=
(
u′′(r) +

n− 1

r
u′(r)− n− 1

r2
u(r)

)
∂r. (6)

Consequently any inertia operator defined in terms of the vector Laplacian ∆ preserves radial vector fields
in the sense of Lemma 2.

Next we introduce the radial Lagrangian flow map γ(t, r) associated to the component function u of the
radial vector field U = u(t, r)∂r:

∂γ

∂t
(t, r) = u(t, γ(t, r)), γ(0, r) = r. (7)

Calculating the group adjoint transpose Ad>γ U for radial vector fields U yields via equation (3) a conserva-
tion law associated with the radial EPDiff equation. On the diffeomorphism group Diff(Rn), this takes the
following form.

Proposition 4 (Conservation law; Lemma 3.6 in [11]). Let U = u(t, r)∂r with AU = ω(t, r)∂r. If u and ω
solve the radial EPDiff equation (5) on the time interval [0, T ) for all r ≥ 0, with the flow γ(t, r) defined by
(7), then for all t ∈ [0, T ) and r ∈ [0,∞), the following conservation law holds.

γ(t, r)n−1γr(t, r)
2ω(t, γ(t, r)) = rn−1ω0(r). (8)

2.2 Momentum transport formulation

We will use the conservation law of Proposition 4 to express the flow equation γt = u ◦ γ in integral form.
This amounts to employing (4) from the general Euler-Arnold theory. The results here were established in
our previous work [11], but are essential to understand the methods used in the present article.

Proposition 5 (Proposition 3.8 in [11]). Suppose that the inertia operator A is invertible and that the
solution of A(u(r)∂r) = ω(r)∂r is given by an integral formula of the form

u(t, r) =

∫ r

0
δ(s, r)sn−1ω(t, s) ds+

∫ ∞
r

δ(r, s)sn−1ω(t, s) ds, (9)

where the kernel δ is C1 on D = {(r, s) |∞ ≥ s ≥ r > 0} ⊂ R2. Let u(t, r) be a solution of the radial
EPDiff equation (5) with u(0, r) = u0(r) and ω0(r)∂r = A(u0(r)∂r). If z0(r) := rn−1ω0(r), then the flow
γ(t, r) satisfies

∂γ

∂t
(t, r) =

∫ r

0

δ(γ(t, s), γ(t, r))

γs(t, s)
z0(s) ds+

∫ ∞
r

δ(γ(t, r), γ(t, s))

γs(t, s)
z0(s) ds, (10)

and its spatial derivative satisfies

∂

∂t
ln (γr(t, r)) =

∫ r

0

∂2δ(γ(t, s), γ(t, r))

γs(t, s)
z0(s) ds+

∫ ∞
r

∂1δ(γ(t, r), γ(t, s))

γs(t, s)
z0(s) ds (11)
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The system (10)-(11) can be written in the form of an autonomous vector field ODE on a Banach space,
namely

dγ

dt
(r) =

∫ r

0

δ(γ(s), γ(r))

ρ(s)
z0(s) ds+

∫ ∞
r

δ(γ(r), γ(s))

ρ(s)
z0(s) ds, (12)

dρ

dt
(r) = ρ(r)

∫ r

0

∂2δ(γ(s), γ(r))

ρ(s)
z0(s) ds+ ρ(r)

∫ ∞
r

∂1δ(γ(r), γ(s))

ρ(s)
z0(s) ds, (13)

where ρ(t, r) = γr(t, r), but we treat it as a separate variable to get a closed ODE system. Of course γ and
ρ are not independent, but since γ is the unique antiderivative of ρ such that γ(0) = 0, we may consider the
system as a single ODE for ρ alone. In this sense, we may view (12) as a consequence of (13), although
it is still convenient at times to treat both equations simultaneously. In fact we will combine these two
integro-differential equations into one for our main breakdown results.

For a fixed function z0, equation (11) for ρ makes sense on the space of bounded positive functions.
More precisely, denote by P the space of continuous, bounded positive functions on [0,∞), i.e.,

P = {ρ ∈ C([0,∞),R+ | ∃b ≥ a > 0 such that ρ(r) ∈ [a, b]∀r ≥ 0}. (14)

Let Γ be the map from P to C1 diffeomorphisms sending ρ 7→ γ. Then we can express equations (12)–(13)
as a single vector field on P .

We can prove local existence of this system with the homogeneous Sobolev inertia operator under the
assumption that z0 (or equivalently ω0) is in a certain weighted L1 space; see [11]. We thereby obtain local
solutions ρ in the space of continuous positive functions on [0,∞), and hence local existence ofC1 solutions
γ.

We now present the breakdown mechanism employed in this paper. Recall that a classical solution
U : [0, 1] × Rn → Rn exists so long as U remains spatially C1, corresponding to u(t, r) being C1 in
r ≥ 0 for each t ∈ [0, T ). We will prove breakdown by showing that the radial Lagrangian flow γ leaves the
diffeomorphism group in finite time, which happens only when ur(t, r) blows up.

Proposition 6 (Lemma 3.7 from [11]). Suppose u : [0, T )× [0,∞)→ R is a classical solution to the radial
EPDiff equation (5) that vanishes as r →∞. It holds that:

1. The Lagrangian flow, defined by γt(t, r) = u(t, γ(t, r)) with γ(0, r) = r exists on the same time interval
as the solution u and is C1 in space and time.

2. If limt↗T γr(t, r) = 0 for some r ≥ 0 and T > 0, then u cannot be extended as a C1 solution to time T .

3 Two breakdown criteria for the EPDiff equation
In this section, we present two general breakdown results that are in principle applicable to EPDiff equa-
tions with various inertia operators, not only those of Sobolev type: first, in Theorem 7, we will present a
slightly stronger version of the comparison theory based theorem of [11]. Second, in Theorem 9, we present
a breakdown result for the higher-dimensional EPDiff equation that allows one to reduce breakdown to the
smallest dimension where breakdown occurs. This result directly leads to a new and simpler proof for break-
down of the higher-dimensional Burgers’ equation and the higher-dimensional Camassa-Holm equation, as
described in Corollary 10.
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3.1 Breakdown criteria for radial solutions

The following theorem is a modified version of the main breakdown criteria (Theorem B) provided in [11].
The hypotheses here are weaker and seem to be easier to verify in certain situations, such as the situation
herein for the higher-order homogeneous Sobolev inertia operator.

Theorem 7. Let u0 be initial conditions such that ω0(r) = Au0(r) ≤ 0 for all r > 0, and let the solution
to A(u(r)∂r) = ω(r)∂r be given by an integral formula of the form (9) for a kernel δ that is smooth
and positive on D = {(r, s) |s ≥ r ≥ 0}\{(0, 0)}, such that for all (r, s) ∈ D, there exists a function
Q : [0,∞)→ (0,∞) and a constant C > 0 that satisfies

Q′(r)

Q(r)
δ(s, r) + ∂2δ(s, r) ≥ 0 for all s ∈ [0, r), (15)

Q′(r)

Q(r)
δ(r, s) + ∂1δ(r, s) ≥

C

Q(s)
for all s ∈ [r,∞). (16)

Assume in addition that there exists a local solution (γ, ρ) to equations (12)-(13) with initial condition u0.
Then the solution ρ(t, r) = γr(t, r) reaches zero in finite time T and thus the C1 norm of u(T, ·) blows up
in the sense of Proposition 6.

Proof. In the following computation we suppress the dependence on t. Using the system (12)-(13), along
with the assumption ω0 ≤ 0, we compute that

d

dt
ln (Q(γ)ρ) =

Q′(γ(r))

Q(γ(r))

dγ

dt
+
d

dt
ln ρ

= −
∫ r

0

(
Q′(γ(r))

Q(γ(r))
δ(γ(s), γ(r)) + ∂2δ(γ(s), γ(r))

)
sn−1|ω0(s)|

ρ(s)
ds

−
∫ ∞
r

(
Q′(γ(r))

Q(γ(r))
δ(γ(r), γ(s)) + ∂1δ(γ(r), γ(s))

)
sn−1|ω0(s)|

ρ(s)
ds.

(17)

By (15), the integral over [0, r] has an everywhere positive integrand. This along with (16) implies that the
quantity q(t, r) = Q(γ(t, r))ρ(t, r)/Q(r) satisfies the differential inequality

∂

∂t
ln (q(t, r)) ≤ −C

∫ ∞
r

|z0(s)|/Q(s)

q(t, s)
ds. (18)

Since this inequality holds on the Banach space of positive continuous functions defined by (14), we can
now apply standard ODE comparison theorems, see e.g. Lemma 2.3 in [11] for a version of such a theorem
adapted to the present context. Consequently the solution to (17) is upper bounded by the solution to the
ODE corresponding to equality in (18). This ODE is precisely the Liouville equation [36], which admits
an explicit solution formula and reaches zero in finite time, see e.g. Lemma 2.1 in [11] for the explicit
solution formula with the precise boundary conditions used in the current situation. An application of
the aforementioned ODE comparison theorem thereby implies that the solution q(t, r) to (17) approaches
zero in finite time. Since our function Q is assumed to be nonzero everywhere, this can only happen if
ρ(T, r) = γr(T, r) = 0 for some T > 0, which by Proposition 6 implies that the C1 norm of u approaches
infinity as t↗ T.

Remark 8. Suppose the kernel δ is of the form δ(r, s) = rsϕ(r, s), where ϕ is smooth and positive on
D = {(r, s) |s ≥ r ≥ 0}\{(0, 0)}. To apply Theorem 7 one needs to construct an unknown function Q, that
serves as the basis for the comparison theory. In our experience the choice

Q(r) :=
1

rϕ(0, r)
, Q(0) := lim

r→0+

1

rϕ(0, r)
. (19)
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seems to be generally a good candidate for this. In this case the inequalities (15) and (16) read as:

ϕ(0, r)
∂ϕ

∂r
(s, r)− ∂ϕ

∂r
(0, r)ϕ(s, r) ≥ 0 for all s ∈ [0, r), (20)

ϕ(0, r)
∂ϕ

∂r
(r, s)− ∂ϕ

∂r
(0, r)ϕ(r, s) ≥ Cϕ(0, s)ϕ(0, r)

r
for all s ∈ [r,∞). (21)

3.2 Breakdown criteria by reducing the dimension

For the EPDiff equation with the Sobolev inertia operator of order k, we expect breakdown for every di-
mension n satisfying k < n/2 + 1. Thus, if breakdown occurs in dimension n, it ought to also occur in
any larger dimension. The theorem presented here embodies this observation; it reduces breakdown of the
EPDiff equation to the smallest dimension where breakdown first occurs. For this to work, the inertia oper-
ator A must satisfy some sort of compatibility condition with the dimension of the vector-valued function
on which it acts. Specifically, we need

ARn+1 (u(x1, . . . , xn), 0) = ((ARnu) (x1, . . . , xn), 0) for all u ∈ H∞(Rn,Rn), (22)

which is easily seen to hold true for any inertia operator that is defined in terms of the Laplacian, such as
the integer-order Sobolev inertia operators A = (σ − ∆)k. This also holds for the fractional Laplacian
A = (−∆)s with s ∈ (0, 1), since it is a Fourier multiplier defined implicitly by

̂(−∆)sf(ξ) := |ξ|2sf̂(ξ),

and the Fourier transform and its inverse both satisfy the compatibility condition (22).

Theorem 9. For any n ≥ 1, consider the EPDiff equation (1) on Rn with inertia operator A = ARn .
Suppose that A is compatible with the dimension in the sense of equation (22). If there exists smooth initial
conditions u0 ∈ C∞(Rn,Rn) such that the n-dimensional EPDiff equation breaks down in finite time, then
there exists smooth initial conditions ũ0 ∈ C∞(Rn+1,Rn+1) such that the (n + 1)-dimensional EPDiff
equation breaks down in finite time.

Proof. Suppose u : Rn → Rn solves the n dimensional EPDiff equation with initial condition u0. Define
ũ : Rn+1 → Rn+1 by

ũ(x1, . . . , xn+1) := (u(x1, . . . , xn), 0) .

If A is compatible with the dimension in the sense of equation (22), then we can write m = ARnu =
(m1, . . . ,mn) and define

m̃ := ARn+1 ũ = (ARnu, 0) = (m1, . . . ,mn, 0).

In Euclidean space,∇ũm̃ = (∇m̃)T ũ, and from the definitions above, we have

(∇m̃)T ũ =


∂m1
∂x1

. . . ∂m1
∂xn

∂m1
∂xn+1

...
. . .

...
...

∂mn
∂x1

. . . ∂mn
∂xn

∂mn
∂xn+1

0 . . . 0 0



u1
...
un
0

 =

(
(∇m)T 0

0 0

)(
u
0

)
.

Similarly, it holds that

(∇ũ)T m̃ =

(
(∇u)T 0

0 0

)(
m
0

)
8



Note also

div(ũ)m̃ = div(u)

(
m
0

)
, m̃t =

(
mt

0

)
Therefore, if u is a solution to the n-dimensional EPDiff equation and breaks down with initial condition u0,
then ũ solves the (n+ 1)-dimensional EPDiff equation and will break down with initial condition ũ0.

The previous theorem leads to a new and significantly simpler proof of blow-up for both the higher-
dimensional Burgers’ equation, originally established in [16], and the higher-dimensional Camassa-Holm
equation, originally established in [35]. Moreover, it leads to a new blow-up result for the higher-dimensional
modified Constantin-Lax-Majda equation; the one-dimensional version was shown to have blow-up solu-
tions in [15, 9].

Corollary 10. There are smooth initial data such that the following members of the EPDiff family break
down in finite time.

• The higher-dimensional Burgers’ equation, which corresponds to EPDiff with inertia operator A = id.

• The higher-dimensional Camassa-Holm equation, which corresponds to EPDiff with inertia operator
A = id−∆.

• The higher-dimensional modified Constantin-Lax-Majda equation, which corresponds to EPDiff with in-
ertia operator A = (−∆)1/2.

Proof. Breakdown of the one-dimensional Burgers’ equation can be shown straightforwardly using the
method of characteristics, and the exact time at which breakdown occurs can be derived. Breakdown of
the Camassa-Holm equation was known since its original derivation in [14], and was rigorously established
in [17]. Breakdown of the one-dimensional modified Constantin-Lax-Majda equation was established in
[15], and the class of initial data leading to blow-up solutions was then extended in [9]. Iterative applica-
tions of Theorem 9 to the breakdown of these one-dimensional equations then yield breakdown in every
dimension n ≥ 1.

Remark 11. The breakdown solution ũ supplied by Theorem 9 belongs only to C∞(Rn,Rn), as opposed
to H∞(Rn,Rn) or C∞c (Rn,Rn). This is because ũ is constant in xn+1, and hence integration over R with
respect to this variable will not yield a finite quantity.

4 Breakdown of smooth solutions for the EPDiff with homoge-
neous Sobolev inertia operator
We are now ready to formulate the main result of the present paper:

Theorem 12. Let 0 ≤ k < n/2 + 1. Then there is radial initial data u0 ∈ H∞(Rn,Rn) such that the
corresponding radial solution u to the n-dimensional EPDiff equation (1) with the homogeneous Sobolev
inertia operator A = (−∆)k has C1 norm that blows up in finite time.

The remainder of this section will be dedicated to the proof of this result: first, in Section 4.1 we
will collect several results on hypergeometric functions, which we will then use in Section 4.2, to derive
a formula for the Green function of (powers of) the Laplacian. Finally in Section 4.3 we will apply our
comparison breakdown criteria for radial solutions from Section 3.1 to establish Theorem 12.

9



4.1 Hypergeometric functions

As we will see, the Green function for the homogeneous Sobolev inertia operator naturally takes the form
of a hypergeometric function. We therefore collect some basic facts about such functions, see [1] for a more
comprehensive treatise. First we introduce the Pochhammer symbol (or rising factorial) defined by

(x)j :=

j−1∏
k=0

(x+ k) =
Γ(x+ j)

Γ(x)
, x ∈ R, j ∈ N ∪ {0},

where the expression in terms of the gamma function holds as long as x and x+ j are not negative integers.
Note that whenever we write a gamma function it is implicitly assumed that the argument is not a negative
integer. The formula above has the obvious consequence that

(x+ 1)j
(x)j

=
x+ j

x
, x ∈ R, j ∈ N ∪ {0}. (23)

Using this the hypergeometric function 2F1(a, b; c; z) is then defined for |z| < 1 and c /∈ Z− by the series

2F1(a, b; c; z) :=
∞∑
j=0

(a)j(b)j
(c)j

zj

j!

and by analytic continuation elsewhere [1]. The analytic continuation is defined by an integral representation
of 2F1(a, b; c; z) due originally to Euler [25]. For conciseness, we will denote it simply as F from this point
forward.

Theorem 13 (Theorem 2.2.1 in [1]). If Re c > Re b > 0, then

F (a, b; c; z) =
Γ(c)

Γ(b)Γ(c− b)

∫ 1

0
tb−1(1− t)c−b−1(1− zt)−a dt (24)

in the z-plane with branch cuts at 1 and∞.

Euler’s integral representation yields the following expression for F when z = 1, due originally to
Gauss [26].

Theorem 14 (Theorem 2.2.2 in [1]). For Re(c− a− b) > 0, it holds that

F (a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

.

We now observe what happens if a is a negative integer, i.e., a = −m for m ∈ N. In this case, the
Pochhammer symbol (a)j vanishes for j > m, and hence the series terminates at j = m. Note also that

(−m)j = (−1)j j!

(
m

j

)
,

which yields the following result:

Corollary 15. If a = −m for m ∈ N, the hypergeometric function F (a, b; c; z) reduces to the polynomial

F (−m, b; c; z) :=

m∑
j=0

(−1)j
(
m

j

)
(b)j
(c)j

zj .
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The following derivative formulas quickly yield antiderivative formulas used in Proposition 19 to derive
the Green function for the inverse of (−∆)k on radial vector fields.

Proposition 16. For any real parameters a, b, c, and any complex z, we have

d

dz

[
zcF (a, b; c+ 1; z)

]
= czc−1F (a, b; c; z), (25)

d

dz

[
za−1F (a− 1, b; c; z)

]
= (a− 1)za−2F (a, b; c; z), (26)

d

dz

[
zb−1F (a, b− 1; c; z)

]
= (b− 1)zb−2F (a, b; c; z). (27)

Proof. For (25), we have

d

dz

[
zcF (a, b; c+ 1; z)

]
=

∞∑
j=0

(a)j(b)j
j!

(c+ j)zc+j−1

(c+ 1)j
,

and the result follows immediately from (23).
For (26), we compute

d

dz

[
za−1F (a− 1, b; c; z)

]
=
∞∑
j=0

(b)j
(c)jj!

(a+ j − 1)(a− 1)j z
a+j−2,

and the formula follows from (a + j − 1)(a − 1)j = (a − 1)(a)j , which is just a restatement of (23) for
x = a− 1. Formula (27) is a consequence of (26) since F is invariant under switching a and b.

Gauss defined two hypergeometric functions to be contiguous if they are power-series in the same vari-
able, if two of the parameters {a, b, c} are pairwise equal, and if the third pair of parameters differ by 1.
He showed [26] that a hypergeometric function can always be written as a linear combination of any two
others contiguous to it, where the coefficients are rational functions of a, b, c, and z. One of these contiguous
relations will be especially important later in the proof of Proposition 19, so we derive it here.

Corollary 17. For any real parameters a, b, c and any complex z, we have

(a− 1)F (a, b− 1; c; z)− (b− 1)F (a− 1, b; c; z) = (a− b)F (a− 1, b− 1; c; z).

Proof. Replacing b with (b− 1) in (26), the product rule and a cancellation gives

z d
dzF (a− 1, b− 1; c; z) = (a− 1)F (a, b− 1; c; z)− (a− 1)F (a− 1, b− 1; c; z).

Similarly replacing a with (a− 1) in (27) yields

z d
dzF (a− 1, b− 1; c; z) = (b− 1)F (a− 1, b; c; z)− (b− 1)F (a− 1, b− 1; c; z).

Subtracting the two gives the desired formula.

The following bounds are an easy consequence of Euler’s formula in Theorem 13. They are crucial in
the final proof of Theorem 12.

Lemma 18. If a ≤ 0 with c > b > 0 and 0 ≤ z ≤ 1, then F (a, b; c; z) satisfies

d

dz
F (a, b; c; z) ≤ 0 (28)

and

0 <
Γ(c)Γ(c− b− a)

Γ(c− b)Γ(c− a)
≤ F (a, b; c; z) ≤ 1. (29)

11



Proof. For the derivative bound, we differentiate Euler’s integral (24) and get

d

dz
F (a, b; c; z) =

aΓ(c)

Γ(b)Γ(c− b)

∫ 1

0
tb(1− t)c−b−1(1− zt)−a−1 dt.

Since c > b > 0 we know all the Γ terms are positive. The integrand is also obviously positive since
0 ≤ z ≤ 1, and thus the factor of a makes the entire thing nonpositive.

For (29), we simply use the fact that F is decreasing on the interval to conclude that

F (a, b; c; 1) ≤ F (a, b; c; z) ≤ F (a, b; c; 0),

and the fact that F (a, b; c; 0) = 1 together with Gauss’ formula from Theorem 14.

4.2 Green function for Laplace operators acting on radial vector fields

To invert the integer-order homogeneous Sobolev inertia operatorA = (−∆)k, we will impose certain decay
conditions as r → ∞. For λ ∈ R, denote by Xλ the space of functions that decay at infinity like a power
r−λ:

Xλ (R≥0,R) :=

{
u : R≥0 → R | lim sup

r→∞
rλ|u(r)| <∞

}
.

In addition, we assume the vector fields U = u(r)∂r can be extended to smooth vector fields on Rn, which
leads to the condition that all even derivatives at r = 0 vanish. Hence we define

Wm,1
odd (R≥0,R) :=

{
u ∈Wm,1 (R,R) |u(2k)(0) = 0, 0 ≤ 2k < m

}
,

where Wm,1 is the usual Sobolev space of locally integrable functions with locally integrable weak deriva-
tives up to order m. We then take the intersection of these two spaces as the domain for the radial Laplace
operator. That is,

Qmλ (R≥0,R) := Xλ (R≥0,R) ∩Wm,1
odd (R≥0,R) .

This functional setting allows us to iterate the solution formula for−∆(u(r)∂r) = ω(r)∂r, which yields the
following result concerning the Green function for the higher-order homogeneous operator.

Proposition 19. Let k ∈ N with 2(k − 1) < λ < n. Given any ω ∈ Q0
2k+λ−1 (R≥0,R) , there exists a

unique solution u ∈ Q2k
λ−1 (R≥0,R) of (−∆)k (u(r)∂r) = ω(r) ∂r that takes the form

u(r) =

∫ ∞
0

Kk(r, s)s
n−1ω(s) ds, Kk(r, s) = δk(min{r, s},max{r, s}), (30)

where δk(r, s) = rsϕk(r, s), and ϕk is defined on D = {(r, s) | s ≥ r > 0} ⊂ R2 and given by

ϕk(r, s) = C(k, n)s2k−2−n F

(
1− k, n

2
+ 1− k;

n

2
+ 1;

r2

s2

)
,

where C(k, n) :=
Γ
(
n
2 + 1− k

)
22k−1(k − 1)! Γ

(
n
2 + 1

) . (31)

Remark 20. Since k ∈ N in the previous proposition, the hypergeometric function in the expression for
ϕk(r, s) takes the form of a polynomial in the variable z = r2/s2 by Corollary 15. This leads, for example,
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to the formulae

ϕ1(r, s) =
s−n

n

ϕ2(r, s) =
s−n

2n

( s2

n− 2
− r2

n+ 2

)
ϕ3(r, s) =

s−n

8n

( s4

(n− 4)(n− 2)
− 2r2s2

(n− 2)(n+ 2)
+

r4

(n+ 2)(n+ 4)

)
,

ϕ4(r, s) =
s−n

48n

( s6

(n− 6)(n− 4)(n− 2)
− 3r2s4

(n− 4)(n− 2)(n+ 2)

+
3r4s2

(n− 2)(n+ 2)(n+ 4)
− r6

(n+ 2)(n+ 4)(n+ 6)

)
.

Proof of Proposition 19. The existence of a unique solution u ∈ Q2k
λ−1 (R≥0,R) to (−∆)k (u(r)∂r) =

ω(r) ∂r for any ω ∈ Q0
2k+λ−1 (R≥0,R) is shown in [11]. We will establish the solution formula by induction

on k. When k = 1, the expression for ϕk reads

ϕ1(r, s) =
s−n Γ

(
n
2

)
2Γ
(
n
2 + 1

) F (0,
n

2
;
n

2
+ 1;

r2

s2

)
=
s−n

n

with the last equality true since Γ(x+1) = xΓ(x) and F (0, b; c; z) = 1. The solution formula then becomes

u(r) =
r1−n

n

∫ r

0
snω(s) ds+

r

n

∫ ∞
r

ω(s) ds,

which one can directly check solves ∆ (u(r)∂r) = −ω(r) ∂r, noting that the vector Laplacian is given in
Remark 3. This establishes the base case. Now suppose that

u(r) =

∫ ∞
0

Kk(r, s)s
n−1ω(s) ds

solves (−∆)k (u(r)∂r) = ω(r) ∂r for a fixed integer k > 1. Iterating, we see that

u(r) =

∫ ∞
0

(∫ ∞
0

Kk(r, σ)K1(σ, s)σ
n−1 dσ

)
sn−1ω(s) ds =

∫ ∞
0

Kk+1(r, s)s
n−1ω(s) ds

solves (−∆)k+1 (u(r)∂r) = ω(r) ∂r, where

Kk+1(r, s) = δk+1(r, s) = rsϕk+1(r, s) for r ≤ s

and
ϕk+1(r, s) =

∫ ∞
0

σn+1ϕk(min{r, σ},max{r, σ})ϕ1(min{σ, s},max{σ, s}) dσ. (32)

We must show that this holds for ϕk given by (31), as long as k + 1 < n/2 + 1, i.e., k < n/2. Define the
integral on the RHS to be I , so that

I =

∫ r

0
σn+1ϕk(σ, r)ϕ1(σ, s) dσ +

∫ s

r
σn+1ϕk(r, σ)ϕ1(σ, s) dσ +

∫ ∞
s

σn+1ϕk(r, σ)ϕ1(s, σ) dσ

=: I1 + I2 + I3.
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We first compute I1. Letting a = 1− k, b = n/2 + 1− k, and c = n/2 + 1 yields

I1 =

∫ r

0
σn+1ϕk(σ, r)ϕ1(σ, s) dσ =

s−n

n
C(k, n)r2k−2−n

∫ r

0
σn+1F (a, b; c;σ2/r2) dσ.

Changing variables to z = σ2/r2, we get

I1 =
C(k, n)

2n
s−nr2k

∫ 1

0
zc−1 F (a, b; c; z) dz.

We identify the integrand as the right side of (25), and immediately obtain

I1 =
C(k, n)r2k

2cnsn
zcF (a, b; c+ 1; z)

∣∣z=1

z=0
=

C(k, n)

2n(n2 + 1)

r2k

sn
F (a, b; c+ 1; 1).

For I2, change variables using z = r2/σ2 to find that

I2 =

∫ s

r
σn+1ϕk(r, σ)ϕ1(σ, s) dσ =

C(k, n)

n
s−n

∫ s

r
σ2k−1F (a, b; c; r2/σ2) dσ

=
C(k, n)

2n

r2k

sn

∫ 1

r2/s2
za−2F (a, b; c; z) dz.

Formula (26) now implies

I2 =
C(k, n)

2n(a− 1)

r2k

sn
za−1F (a− 1, b; c; z)

∣∣∣1
z=r2/s2

= −C(k, n)

2nk

(r2k
sn
F (a− 1, b; c; 1)− s2k−nF (a− 1, b; c; r2/s2)

)
.

Lastly, for I3, we have

I3 =

∫ ∞
s

σn+1ϕk(r, σ)ϕ1(s, σ) dσ =
C(k, n)

n

∫ ∞
s

σ2k−1−nF (a, b; c; r2/σ2) dσ.

We change variables using z = r2/σ2 and apply (27) to obtain

I3 =
C(k, n)

2n
r2k−n

∫ r2/s2

0
zb−2F (a, b; c; z) dz =

C(k, n)

2n(b− 1)
r2k−nzb−1F (a, b− 1; c; z)

∣∣∣r2/s2
z=0

=
C(k, n)

2n(n2 − k)
s2k−n F (a, b− 1; c, r2/s2).

Note that in the last term we need to use the fact that k < n/2 so that b − 1 > 0, in order to conclude that
zb−1F (a, b+ 1; c; z) approaches zero as z → 0.

Finally combining the three integrals gives

I = I1 + I2 + I3 =
C(k, n) r2k

2nc(a− 1)sn
[
(a− 1)F (a, b; c+ 1; 1) + c F (a− 1, b; c; 1)

]
+

C(k, n)

2n(a− 1)(b− 1)
s2k−n

[
(a− 1)F (a, b− 1; c; r2/s2)− (b− 1)F (a− 1, b; c; r2/s2)

]
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We can easily check that the first term disappears using Theorem 14 and the fact that a + c = b + 1.
Meanwhile the second term reduces, by the contiguous relation of Corollary 17, to

I =
C(k, n)(a− b)

2n(a− 1)(b− 1)
s2k−n F (a− 1, b− 1; c; r2/s2).

Since we can verify that
C(k, n)(a− b)

2n(a− 1)(b− 1)
= C(k + 1, n),

this produces the formula

ϕk+1(r, s) = C(k + 1, n)s2(k+1)−2−nF (1− (k + 1), n2 + 1− (k + 1); n2 + 1; r2/s2),

which is the inductive step we wanted.

4.3 Proof of Breakdown of the EPDiff equation with homogeneous Sobolev
inertia operator

To prove our main result, breakdown of the EPDiff equation with inertia operator A = (−∆)k, we will em-
ploy the comparison based breakdown theorem of Section 7 and exploit the lower bound on hypergeometric
functions from Section 4.1.

Proof of Theorem 12. The following proof will work for integers k ≥ 1. For completeness, we include the
case k = 0 in the statement of the theorem; this case was already established in [16]. We will now proceed
with the remaining k ≥ 1. To apply Theorem 7 we need to choose a comparison function Q, which we will
choose as described in Remark 8. Using the expression for the auxiliary function ϕk provided by Proposition
19 yields for ϕk(0, r) the expression

ϕk(0, r) = C(k, n)r2k−2−n,

which converts the breakdown conditions (20) and (21) to

Ψk(s, r) := (n+ 2− 2k)ϕk(s, r) + r
∂ϕk
∂r

(s, r) ≥ 0 for all s ∈ [0, r), (33)

Ψ̃k(r, s) := (n+ 2− 2k)ϕk(r, s) + r
∂ϕk
∂r

(r, s) ≥ C

sn−2k+2
for all s ∈ [r,∞). (34)

We will establish each of the inequalities (33)-(34) in the following two cases. First recall the formula for
ϕk, which we write in the form

ϕk(r, s) = C(k, n)s−2bF (a, b; c; r2/s2), a = 1− k, b = n
2 + 1− k, c = n

2 + 1,

as in the proof of Proposition 19.

1. We first show that Ψk(s, r) ≥ 0 for s ∈ [0, r).

Ψk(s, r) = C(k, n)
(

2br−2bF (a, b; c; s2/r2) + r
∂

∂r

[
r−2bF (a, b; c; s2/r2)

])
= −2C(k, n)r−2b−1s2

d

dz

∣∣∣
z=s2/r2

F (a, b; c; z).

By the inequality (28), this is nonnegative since z = s2/r2 ∈ [0, 1]. Note that the condition 1 ≤ k < n
2 +1

ensures that a ≤ 0 as required.
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2. Next we compute

s2bΨ̃k(r, s) = C(k, n)
[
2bF (a, b; c; r2/s2) + r

∂

∂r
F (a, b; c; r2/s2)

]
= 2C(k, n)

[
bF (a, b; c; z) + z

d

dz
F (a, b; c; z)

]∣∣∣
z=r2/s2

= 2C(k, n)z1−b
∣∣∣
z=r2/s2

d

dz

∣∣∣
z=r2/s2

(
zbF (a, b; c; z)

)
= 2bC(k, n)F (a, b+ 1; c; r2/s2),

using formula (27) with b replaced by (b + 1). By inequality (29), this is bounded below by a positive
constant since 0 ≤ r2/s2 ≤ 1, which is precisely condition (34). Here we use in addition that b > 0,
which is guaranteed since k < n

2 + 1.

By Remark 8, and ultimately Theorem 7, this completes the proof.

4.4 Towards Conjecture 1: Blowup for non-homogenous and non-integer
order inertia operators

Here we describe how one should be able to extend the results of the current analysis for the operator
A = (−∆)k for integer k to the more general case A = (σ − ∆)k for any real k ∈ [0, n/2 + 1). We
first note that our current approach depends on an interpretation of the EPDiff equation as an ODE on an
infinite-dimensional Banach space of functions. However, this interpretation is only valid for k ≥ 1

2 , and
thus we expect that an entirely different method will be necessary to obtain the break-down for small k < 1

2 ;
here we note that this is also the case for k = 0, corresponding to Burgers’ equation, for which our blowup
proof would not be applicable. The primary challenge in achieving the result for k ≥ 1

2 , where the overall
approach of this paper is expected to be applicable, lies in deriving a suitable formula for the Green function:
while the equation presented in Proposition 19 is formally well-defined for non-integer k, we do not know if
this corresponds to the Green function of the fractional Laplacian. In addition, the situation for 1

2 ≤ k < 1
will be somewhat different since the current proof does not work, even if we had the correct Green function:
the first condition in the blowup criterion is not true in that case, and a different comparison function will be
needed. Additional difficulties arise when dealing with the non-homogeneous operatorA = (1−∆)k: while
we do not believe that the lower-order terms should have an effect on the existence of initial conditions that
admit solution breakdown, they significantly complicate the formula for the Green function; for this case it
is not yet clear what the formula for the Green function would look like even for general positive integers
k. It would also be interesting to study the critical case when k = n/2 + 1. Based on the results in one
dimension [45, 10], we would guess that global existence of smooth solutions is true in any dimension.
Finally, these breakdown results are only presented on the domain Rn where the Green function is simpler
and the equation admits radial solutions. This is used in an essential way since the negative momentum ω0

drives the flow map derivative γr(t, 0) to zero at the origin, based on an influence from arbitrarily large r. It
is not clear whether the same breakdown results hold in general on the periodic domain Tn, or on the ball in
Rn with some boundary conditions.

References
[1] G. E. Andrews, R. Askey, and R. Roy. Special functions, volume 71. Cambridge university press

Cambridge, 1999.

16
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